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Operation Guide

Console Operation Introduction
Data Development and Exploration
Data Exploration

SQL Editor

Last updated : 2024-07-17 17:36:45

The SQL editor provided by Data Lake Compute (DLC) supports data querying using unified SQL statements,
compatible with SparkSQL. You can complete data query tasks using standard SQL.
You can access the SQL editor through data exploration, where you can perform simple data management, multi-

session data queries, query record management, and download record management.

Data Management

Data management supports adding data sources, managing databases, and managing data tables.

Creating a data catalog

Currently, Data Lake Compute supports the management of COS and EMR Hive data catalogs. The directions are as
follows:

1. Log in to the Data Lake Compute console and select the service region. You need to have the admin permission.

2. Select Data Explore on the left sidebar, hover over

on the Database & table tab, and click Create catalog.

Data Explore ) Guangzhou ~ S0L syntax reference [2 - Data explore

Database Query O+ Quey-2023-12111. @ Query203-1211..9  + ~ X Storage ¢

Catalog  DatalakeCatalog Create & database | comgerv | Bme | O

£ demo ™ B public-engine(SuperSQL-P 1.0-public)

T
£

For detailed directions, see Querying Data from Other Sources.

Managing a database
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You can create, delete, and view the details of a database in the SQL editor.

Managing a data table

You can create, query, and view the details of a data table in the SQL editor.

Changing the default database

You can use the SQL editor to specify the default database for query tasks. If no database is specified in a query
statement, the query will be executed in the default database.
1. Log in to the Data Lake Compute console and select the service region.

2. Select Data Explore on the left sidebar, hover over the target database name, click

, and click Set as default database to set the database as the default database.

Data Explore ) Guangzhou * S0L syntax reference [2  Data explore
Database Query O+ Quey2023-12111. @ Quey203-1211..9  + v X Storage

Catelog | DatalskeCatalog v m Complet * | | B Save 8 O Rt | B S demo 7 | public-engine(SuperSQL-P 1.0-public

1

re

a-r Basic info

- Delete database

- Add name to SQL

N Set as default database

3. You can also change the default database in the Default database selection box.

Default database

Q

Query-2023-12-11.. @ + ~ %X Storage cor

m B Save a 3 Format
1

£

Data Query

Add Query Page

The SQL editor supports adding multiple pages for data querying, with each query page having independent
configurations (default database, computation engine used, query records, etc.). This facilitates users in running and
managing multiple tasks.

You can create a new query page by clicking on the
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icon, and switch the editor interface by clicking on the tab bar.

Data Explore © Guangzhou ~ SQL syntax reference 2 Data explore guide 2

vuoe e o+ amanni. e 5] —
Costy Dsmsiccaen e e o Broms | B o - -

For your convenience, you can save frequently used query pages by clicking the Save button. You can also quickly

open your saved pages by clicking the

icon.

Query-2023-12-11 ... @ +B XX Storage configuration

% Running @ Save o B2 Format | @ = T8

For saved query page information, you can click the Refresh button to update and synchronize the saved information,

ensuring the accuracy of the query statement.

Query-2023-12-111.. @  Query-2023-12-11.. @ | + ~ XX Storage configuration

Complet ¥ B save 2 Format | I 2 demo ¥ [ public-engine(SuperSQL-P 10-public) ¥

The editor supports running multiple different SQL statements simultaneously. Clicking the Run button will execute alll
SQL statements within the editor, simultaneously dividing them into multiple SQL tasks.

If you need to run a portion of the statement, select the required statement and click Partial run.

+ v 2 Storsge configuration

S S— - ] - s B | R B -

1 SELECT * FROM “DatalakeCatalog'.'all’.’a’ LINIT 10;

Engine Parameter Configuration

After selecting the data engine, you can configure parameters for the data engine. After selecting the data engine,

click Add in Advanced Settings to configure.
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Query-2023-12-11.. @ + ~ XX Storage configuration

m Complet B save [ &3 Format | 5 =] 'IE public-engine(SuperSQL-P 1.0-public) ¥ I b

Advanced settings + Configuration description

The currently supported configuration parameters are as follows:

. . Start .
Engine Configuration name Val Configuration Notes
alue

SparkSQL The maximum number of records
that can be written to a single file.

If this value is zero or negative, there
are no restrictions.

spark.sql.files.maxRecordsPerFile 0

Configure the maximum byte size of
the table of all working nodes
displayed when executing a
connection.

By setting this value to "-1", the
display can be disabled.

spark.sql.autoBroadcastJoinThreshold 10MB

spark.sql.shuffle.partitions 200 Default Partition Count.

When the value is set to static, all
qualifying partitions will be deleted
prior to executing the overwrite
operation.
For instance, in a partitioned table,
there is a partition "2022-01". When
using the INSERT OVERWRITE
spark.sql.sources.partitionOverwriteMode static statement to write data to the "2022-
02" partition, the data in the "2021-
01" partition will also be overwritten.
When the value is set to 'dynamic’,
partitions will not be deleted in
advance, but will be overwritten
during runtime for those partitions
where data is written.
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spark.sql.files.maxPartitionBytes

Presto

use_mark_distinct

USEHIVEFUNCTION

query_max_execution_time

dic.query.execution.mode

©2013-2025 Tencent Cloud International Pte. Ltd.

128MB

true

true

async

Data Lake Compute

The maximum number of bytes to be
packaged into a single partition
when reading a file.

Determines whether the engine
redistributes data when executing
the distinct function.

If the distinct function is called
multiple times in a query, it is
recommended to set this parameter
to false.

Determines whether to use Hive
functions when executing a query; if
you need to use Presto native
functions, please set the parameter
to false.

This setting is used to establish a
query timeout. If the execution time
of a query exceeds the set time, the
query will be terminated. The units
supported are d-day, h-hour, m-
minute, s-second, ms-millisecond
(for example, 1d represents 1 day,
3m represents 3 minutes).

The engine query execution mode is
set to async mode by default. In this
mode, the task will perform a
complete query calculation, save the
results to COS, and then return
them to the user, allowing the user to
download the query results after the
query is completed.

Users can also change this value to
sync. In sync mode, queries may not
necessarily perform full calculations.
Once partial results are available,
they will be directly returned to the
user by the engine, without being
saved to COS. Therefore, users can
achieve lower query latency and
duration, but the results are only
saved in the system for 30 seconds.
This mode is recommended for

Page 10 of 224



@ Tencent Cloud Data Lake Compute

users who do not need to download
the complete query results from
COS, but expect lower query latency
and duration, such as during the
query exploration phase or Bl result
display.

Presto Execution Mode

When the user selects the Presto engine, Data Exploration supports the user to choose to run in "Fast Mode" or "Full
Mode".

Quick Query: This offers faster speed, but the query results cannot be persistently saved. It is suitable for the
exploration phase.

Full Mode: Execute a full query and save the data to object storage.

Data Explore © Guangzhou ~ SOL syntax reference (4 Data axplare

Database Query O+ | Quey-2023-1211.@ | + ~ 2 Storage o

Catalog | DatalakeCatalog & Format | S = ™ [ public-engine(SuperSQL-P 1.0-public) *

b B Table

» [ Function

ERENE

Search results

Through the SQL editor, you can directly view the query results. You can expand or collapse the display height of the

query results by clicking the

chart.
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Query2023-1211.. @  + ~ £X Storage configuratio
m Complet ¥ Bl save o B Format | Ed = ~ [E public-engine(SuperSQL-P 1.0-public) ™

1 SELECT * FROM "DatalakeCatalog’ . demo’. test 1" LIMIT 18;

Query result Statistics Run history Download history
Task D SQL details Export Suggestions 2

. = 230s Sean ne 34KB Billable scanned volume 340MB @

10 entries in total (up to 1,000 entries shown in the console)Copy Ty

You can configure the query result storage directory through the configuration button in the upper right corner,

supporting configuration to the COS path or built-in storage.
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Storage configuration

® Enable

General bucket

@ Internal storage User-defined storage

Save Cancel

The console will return a maximum of 1000 results for a single task. If more results are needed, the APl can be used.
For instructions on API-related operations, refer to the API Documentation.
Query results can be downloaded locally when no COS storage path is specified. For detailed instructions, refer to

Obtaining Task Results.

Querying statistical data

The query results under the Presto engine and SparkSQL engine support the display of optimized quantification with
different characteristics.

The SparkSQL engine supports viewing:
1. Data Scanning Volume

2. Cache Acceleration

3. Adaptive Shuffle

4. Materialized View Acceleration

The Presto engine supports viewing:

1. Data Scanning Volume

2. Cache Acceleration

3. Materialized View Acceleration

Click on the Statistics column to review the statistical data and optimization suggestions for the query results.
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[}

Data Explore

Database Query

Catalog  DatalskeCatalog

@ o0 00000060600

[

d

v B Table
=]
=]

> BR View

¥ [@ Function

© Guangzhou *

O+

Data Lake Compute

SQL syntax reference 2 Data explon

Query-2023-12-12.. @ | + ~ X Storage
m Complet ¥ B save e} 63 formst | =] ¥ H public-engine(SuperSQL-P 1.0-public)
I . ER N
Query result Statistics Run history Download histor
Scanned data volume Cache for acceleration @ Materialized views for acceleration

No materialized view found

2.5

Create a materialized view to further speed up queries

® Preprocess: 6400ms W Execute: 4625 m Get result: £2.00ms

Historical Queries

Each query page can save the running history of the past three months and supports viewing the query results of the

past 24 hours. You can quickly find past task information through the running history. For detailed operations, refer to

Task History Records.

Download History Management

Each query result's download task can be viewed in the Download history, where you can check the status of the

download task and related parameter information.

Download history w X

. MOME @
¢ 30ME D Task ID Source path Execution st... Task submission ime  Scanned da.
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Data Query Task
SELECT Task

Last updated : 2024-07-17 16:04:41

You can query, analyze, and compute the data in a created database or data table with SQL statements.

Runninga SELECT query task

1. Select the default database and compute resource.

You can select a default database. Then, when there is no database specified in a SQL statement, the statement will
be executed in the default database.

You can select a public or private cluster as the compute resource.

2. Write a standard SQL statement and click Running.

Database Query W+ | Query-2023-12-12..@ + ~

Catalog = DatalakeCatalog v ple: v @ Save

1 SELECT * FROM "DatalakeCatalog .” .7 T LIMIT 1e;

B Format -

€3

L4

re
r -
. =F
' - .
re
re
' -

In Data Lake Compute, a task can run for up to 30 minutes.

Data Lake Compute is serverless, so compute resources will be scheduled temporarily. It may take longer than usual
to return the result of the first DML task.

3. The query result will be displayed in the console after the task is completed.

If you exit the console page, you cannot view the query result of a historical task there again. In this case, you can view

the task result file in Run history or the query result COS bucket you configured.
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Canceling a running query task

During task running, the Run button becomes Terminated, which you can click to cancel the task. Then, Data Lake
Compute will not return the query result but will calculate the scanned data volume. If you use the public engine, the

scanned data volume will incur fees. For billing details, see Billing Overview.

Database O+ Query-2023-12-12..¢ + ~

Catalog | DatalakeCataleg v Complet ¥ @ Save 0 B Format | St

1 SELECT * FROM "DatalakeCatalog . .7 _ 7 LIMIT 18;

i
[=
i

L 4

-
' -,
=T
xy
P
re
-7
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Querying Partition Table

Last updated : 2025-03-07 15:27:25

Storing data in partition catalogs can greatly reduce the scanned data volume of a computing task in Data Lake
Compute and thereby significantly enhance the computing performance. The general practice of data partitioning is to
store data in different catalogs by time. For example, data generated on the same day can be stored in the same

catalog, and catalogs can be organized in a "year-month-day" structure. In Data Lake Compute, a table and its

partitions must adopt the same data format.

Creating a Partition Table

To create a partition table, you need to specify the partition field in the table creation statement.

Adding Partitioned Data

Specifying a partition during data table creation is only to configure the partition field and doesn't allow running a query
statement immediately to get data. You need to add partitioned data to a data table. If new partitioned data is added to

the data catalog, you also need to add the partition information to the data table.

Manually adding a partition

Usethe ALTER TABLE ADD PARTITION statementto add a specified partition catalog to a data table. If the
partition catalog is compatible with the Hive partitioning rule (partition column name=partition column value), you
don't need to specify the data path; otherwise, you need to refer SQL Syntax.

Sample 1: Adding a single partition catalog

ALTER TABLE tabel_demo ADD
PARTITION (dt = '2021-01-01"');

Sample 2: Adding multi-level nested partition catalogs

ALTER TABLE tabel_ demo ADD
PARTITION (year = '2021', month='01"', day='01");

Sample 3: Displaying the specified partition path

ALTER TABLE tabel_demo ADD
PARTITION (year = '2021', month='01"', day='01') LOCATION 'cosn://tablea_demo' ;
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Automatically adding a partition

Usethe MSCK REPAIR TABLE statementto scan the data catalog specified during table creation. If there is a new
partition catalog, the system will automatically add the partitions to the metadata of the data table. Details can be

found in the SQL Syntax.Below is a sample:

MSCK REPAIR TABLE table_demo

System Restraints

MSCK REPAIR TABLE only adds partitions to the metadata of the data table but does not delete them. To delete
an added partition, runthe ALTER TABLE table-name DROP PARTITION statement.Details can be found in
the SQL Syntax.

MSCK REPAIR TABLE is not recommended if the data volume is large, as the system will scan all the data, which
may take a long time, cause the task to time out, and make the partition information of the data table incomplete.

A partition catalog must be compatible with the Hive partitioning rule of partition column name=partition column
value; otherwise, use ALTER TABLE ADD PARTITION toload a partition.Details can be found in the SQL
Syntax.

Make sure that data of a table is stored in a separate folder. For example, if the cosn://tablea_a dataintable A
andthe s3://table_a/table_b dataintable B are stored in COS and both tables are partitioned by string,
then MSCK REPAIR TABLE will add partitions of table B to table A. To avoid this, use separate folder structures,
suchas cosn://tablea_a and cosn://tablea_ b .

The statement may incur data read/write fees charged by COS. For more information, see Billing Overview.
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Querying JSON Data

Last updated : 2024-07-17 16:18:53

Query steps

1. Create a data table and specify the JSON format for parsing.

CREATE EXTERNAL TABLE ~order_demo  (
“docid’ string COMMENT 'from deserializer',
‘user’ struct < id :int,
username :string,
name :string,
shippingaddress :struct < addressl :string,
address2 :string,
city :string,
state :string > > COMMENT 'from deserializer',
"children” array < string >
) ROW FORMAT SERDE 'org.apache.hive.hcatalog.data.JsonSerDe' LOCATION
'cosn://dlc—bucket/order"

2. Run a query statement to query the JSON data. Data Lake Compute supports json_parse ()

3

json_extract_scalar() ,and Jjson_extract () parsing functions.

SELECT “user . shippingaddress’ . addressl® FROM " order_demo” limit 10;

System restraints

The data must be in complete JSON format; otherwise, Data Lake Compute cannot parse it.

A data row cannot contain a line break, and the JSON format cannot be optimized visually; for example:
{"name" :"Michael"}
{"name":"Andy", "age":30}

{"name":"Justin", "age":19}

Data Lake Compute will automatically recognize the first JSON level as the attribute column of a data table and

recognize other nested structures as corresponding attribute values.
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Querying Data from Other Sources

Last updated : 2025-01-03 15:40:27

Data Lake Compute allows you to query and analyze data in an external table. Currently, data from MySQL and EMR

Hive can be connected to it. You can add and manage other data sources in the Data Lake Compute console.

Adding a data source

1. Log in to the Data Lake Compute console and select the service region. You need to have the permission to create

data catalogs.
2. Select Data Explore on the left sidebar, hover over +, and click Create data catalog.

Data Explore () Guangzhou * S0L syntax reference [2  Data explore

Database Query O+ Query203-1212.8 t+ v 11 Storage ¢

Catalog  DatalakeCatalog Createa datebase | Compler ¥ | B Saue

i3
3]
»

™ B public-engine(SuperSQL-P 1.0-public]

[}
E
T

3. Select the data source type. Currently, MySQL and EMR Hive are supported. Before configuring MySQL, you need
to add the Data Lake Compute subnet to the database's allowlist. Two configuration methods are supported: database

instance and JDBC connection.
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Create catalog X

o Catalog >

configuration

MySOL -

Instance v |* A

v ¥ | ) 01Psin total, 0 available

Supported EMR Hive versions are 2.0.1, 2.1.0, 2.2.0, 2.2.1, 2.3.0, 2.4.0, 2.5.0, 2.5.1, and 2.6.0. The configuration is
performed through the EMR access address.

4. Enter the data source information and click Create connection.

Note :

A data engine must be bound to the network configuration of the VPC where the data source resides. You can view
the bound data engine during creation or create a network configuration and bind the data engine. For more

information about network configuration, see Engine Network Configuration.

Managing Data

Currently, Data Lake Compute allows you to view the database information of and preview data in external

tables.
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Viewing database information

1. Log in to the Data Lake Compute console and select the service region. You need to have the permission to view
data tables.
2. Select Data Explore on the left sidebar, hover over +, and click Basic info. You can view the basic information of

a data table in the pop-up window.

Data Explore &) Guangzhou ~
Database Quer o+
Catalog | wiomto ™ l v | XX
X1 —_
r - [ . Add name to SQL
re

Previewing data in a data table

1. Log in to the Data Lake Compute console and select the service region. You need to have the permission to view
data tables.
2. Select Data Explore > Data table, hover over ..., and click Preview data. Then, you can run a SQL statement to

query and display data in the data table.
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Database Query (D + Query-2024-... Draft % | + v

Catal v
a0 ®le o &8 o2 ¢ ~ = B>

1  SELECT * FROM "a@"."t1" LIMIT 10

v [ETable
1
» B8View Basic info
»  [A]Function lPreview data l
> Delete table

Note .

Select the data engine bound to the network configuration of the VPC of the data source.
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Using View
Last updated : 2025-01-03 15:27:27

In Data Lake Compute, a view is a logical table rather than a physical table. Whenever a view is referenced during a
query, the query that defines the view will be executed. You can create a view through SELECT and reference it in
future queries.Details can be found in the SQL Syntax.

System restraints

A view name is case-insensitive and can contain up to 128 letters and underscores.

Data Lake Compute doesn't support managing data access permissions through views.
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INSERT INTO

Last updated : 2024-07-17 16:23:11

The INSERT INTO statementcaninserta SELECT query resultin the source table to the target table as a new

row.
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Querying Script Parameters

Last updated : 2024-07-17 16:23:47

Data Lake Compute allows you to configure date parameters to facilitate queries with scripts.

Data Lake Compute adopts the standard date format of yyyymmddhh24miss andusesthe ${} command to
set a date as a variable consisting of the date and time.

Date: It can be in any date format or a predefined system variable, suchas yyyymmdd , yyyymm , yyyy-mm-—
dd , yy ,and dataDate .

Time: It can be +/-N cycles and supports N/Nd , Nm , Nw , Nh ,and Nmi . Itis compatible with various

calculation formulas, suchas 7*N and N/24 .

Examples
+/- N Cycle Method Compatible Format Example
N years
y ${yyyymmdd+Ny} - -
later
N years One year ago: $ mmdd-
g ${yyyymmdd-Ny} : year ago: ${yyyy
ago 12m}: 20190920
N h
montns - ${yyyymmdd+Nm} -
later
-1m}: 202 2
N months $[add_months(yyyymmdd,- ${yyyymmdd-1m}: 20200820
200 ${yyyymmdd-Nm} N)] ${yyyymmj}: 202009
° ${dataDate-1m}: 20200820
N k
Iat\;vf o ${yyyymmdd+Nw} ${yyyymmadd+7*N} -
N weeks
ago ${yyyymmdd-Nw} ${yyyymmdd-7*N} -
N
days ${yyyymmdd-+N/Nd} : i
later
N days
ago ${yyyymmdd-N/Nd} - ${yyyymmdd-1}, ${dataDate-1}
N hours
lat ${yyyymmddhh24+Nh} $[yyyymmddhh24+N/24] -
ater
N hours ${yyyymmddhh24-Nh} $[yyyymmddhh24-N/24] ${yyyymmddhh24-1h}:
ago 2020092014
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${dataDate-1h}: 2020092014

N mi

latr:r'”“tes ${yyyymmddhh24mi+Nmi}  $[yyyymmddhh24+N/24/60] -

N minutes N ${yyyymmddhh24mi-10mi},
mmddhh24mi-Nmi mmddhh24-N/24/60

ago Sivyyy } Slyyyy ] ${dataDate-10mi}

Note:

Make sure that the variable or the part before +/- in the variable is in line with the standard date format; otherwise,

the system cannot recognize and use it.
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Obtaining Task Results

Last updated : 2024-09-18 17:59:35

Using the Query Editor to Obtain Task Results

When you use the DLC console for task queries, the query results will be displayed in real-time below the editor.

Query-2024-... Draft | x + v LX Storage configuration

® B & = D C N E v v =] v [ test ¥ Standard - Presto Syntax ¥

1
2 SELECT * FROM ‘DatalLakeCatalog' . test’. new_table_name2' LIMIT 10;

Query result Run history  Download history AV
el

3 Task ID Export

c

- Query time 8s Scanned data volume 102 B

Result Display 200 ¥ () Total: 1 (i) Copy Data If

No. column_namei1 $ column_name2 $

Aianpd

1 1 2
A single SQL task in the console can display up to 1,000 rows of data. SQL tasks submitted via APl and JDBC are not
subject to this limitation.
You can view the query history for a single Session for up to 3 months by checking the running history. For more

methods to query historical records, see History.

Output Format Configuration for Task Results

The results of data exploration are saved in CSV format by calling Spark's DataFrame.write. If the engine version is
released later than April 2023, you can configure the output format of the exploration results.

1. Configure the format of the results output to CSV. The following parameters are supported:

Parameter Default Value Remark
livy.sql.result.format.option.sep , The separator bet
livy.sql.result.format.option.delimiter the result is storec
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livy.sql.result.format.option.encoding
livy.sql.result.format.option.charset

livy.sql.result.format.option.quote

livy.sql.result.format.option.escape

livy.sql.result.format.option.charToEscapeQuoteEscaping

livy.sql.result.format.option.comment

livy.sql.result.format.option.header
livy.sql.result.format.option.inferSchema

livy.sql.result.format.option.ignoreLeadingWhiteSpace

livy.sql.result.format.option.ignoreTrailingWhiteSpace

livy.sql.result.format.option.columnNameOfCorruptRecord

livy.sql.result.format.option.nullValue

livy.sql.result.format.option.nanValue

livy.sql.result.format.option.positivelnf

livy.sql.result.format.option.negativelnf

©2013-2025 Tencent Cloud International Pte. Ltd.

UTF-8

\ll

AW

\\u0000

false

false

true

true

_corrupt_record

NaN

Inf

-Inf

Data Lake Compute

comma by default

String encoding fc
For example: UTF
8859-1, UTF-16B
UTF-16.

Specifies whether
quotation marks,
of escape charact

Escape character
of escape charact

The characters th
within quotation

Remark informatic
Specifies whether

Infers the data tyg
not inferred, all co
strings.

Ignores leading er
Ignores trailing en

The name for the
converted. This pi
by
spark.sql.columnt
with table configul
precedence.

Specifies the stor:
values. The defau
which case it can
emptyValue types

The storage form:
values.

The storage forme

The storage forme
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livy.sql.result.format.option.compression or codec

livy.sql.result.format.option.timeZone

livy.sql.result.format.option.locale

livy.sql.result.format.option.dateFormat
livy.sql.result.format.option.timestampFormat

livy.sql.result.format.option.livy.sql.result.format.option.multiLine
livy.sql.result.format.option.maxColumns
livy.sql.result.format.option.maxCharsPerColumn

livy.sql.result.format.option.escapeQuotes

livy.sql.result.format.option.quoteAll
livy.sql.result.format.option.emptyValue

livy.sql.result.format.option.lineSep

System default time zone

en-UsS

yyyy-MM-dd

yyyy-MM-
dd'T'HH:mm:ss.SSSXXX

false

20480

true

quoteAll

\\ll\\ll

Data Lake Compute

The class name o
algorithm. By defe
applied. Short nar
gzip, 1z4, and sna

The default time z
spark.sql.session.
example, Asia/Sh
configuration take

Specifies the lang
The default forma

The default forma
LEGACY mode, i
yyyy-MM-dd'T'HF

Allows multiple lin
The maximum nui

The maximum nui
column. -1 means

Escapes quotatiol

Encloses the entir
marks when writir

The format used f
empty values.

The newline char:
separation.

2. Configure the output format to a non-CSV format. Note that in this case, the console will not be able to display the

results. However, you can read the result path using other methods. For details on where the result path is saved, see

the next section.

The configuration option livy.sqgl.result.format supports saving in formats such as text, ORC, JSON, and Parquet.

Task Result Storage Location Configuration

Note: The Standard Engine - Presto is not supported. Full results can be obtained via JDBC.
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DLC supports automatically saving query results to a COS path or DLC's managed storage through configuration. The
configuration steps are as follows:

1. Login to the DLC console, select the service region, and ensure that the login account has necessary COS-related
permissions.

2. Go to the Data Exploration Page, click Storage Configuration in the upper right corner, and configure the
settings for saving query results.

XX Storage configuration

v Htest ¥ Standard - Presto Syntax ¥ @ eee

3. You can save the results to DLC's managed storage or COS. If you want to configure the path to COS, the
operating account should have necessary COS-related permissions. Data storage fees will be based on COS pricing.

The task results are stored in subfolders under the following COS path:

Data path for task results: COS directory
path/DLCQueryResults/yyyy/mm/dd/ [QueryID]/data/XXXX.csv
Metadata path for task results: COS directory
path/DLCQueryResults/yyyy/mm/dd/ [QueryID] /meta/result.meta.json

COS directory path: This is the COS directory path configured in the system settings.

/yyyy/mm/dd: The directory is organized based on the task execution date.

/data: This directory stores the query result data, with files in CSV format. DLC may generate multiple data files.
/meta: This directory stores the metadata for the queried data tables, with files in JSON format.

Note:

Storing SELECT query results in DLC's internal storage, with Cloud Object Storage as the underlying storage, and the
results are retained for 36 hours.

When SELECT query results are stored in your COS bucket path, ensure that you have necessary COS-related

permissions.

Downloading Task Results

Note: The Standard Engine - Presto is not supported. Full results can be obtained via JDBC.
DLC allows users to manually download query results to their local devices. If full result mode is not enabled, users

can download the results of tasks with available query results to their local devices or manually save them to COS
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(COS permissions are required).
The data downloaded or saved to COS correspond to the query results of the current SQL task, with a maximum of
500 results.

The maximum size for the local download is 50 MB.

If the results are configured to be saved to COS, they will be automatically stored in the COS path without the need for

manual downloads.
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Query Script Analysis

Last updated : 2024-08-07 17:08:48

To facilitate users in quickly handling repetitive query tasks, DLC provides script file analysis.
Note

The console allows saving up to 100 SQL scripts.

Creating a New Query Directory

1. Log in to DLC Console > Script Query Page.
2. On the query page, click Add Query Directory.

uangzhou ~
Click to add

Datatiase Query o Query-203-1219.. @ | + ~ & storse

1

D00 00000

3. After filling in the directory configuration, you can save and complete the creation.
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Add query catalog p o
Basic info

Permission An admin has all permissions by default and is not subject to the settings here
settings

Directory name: Supports Chinese characters, letters, and underscores (_), up to 25 characters.
Permission settings: You can set the visibility permissions for the script directory and the scripts within it based on the

perspective of the workgroup or user.

Creating a New Query Script

1. Log in to DLC Console > Script Query Page, You can click the library

icon or directly add execution and save.

2. After the computation engine is selected, click Run to execute the script.

Data Explore ) Guangzhou ~ SQL syntex reference (2 Dats explc

auery o p—
o i 2. Select the query en
s . 1. Create a query
a-
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Saving a Query Script

1. After the query is completed, click the Save button.
2. Queries created through the library will be saved under the directory of that library. Queries added through the tab

bar can be saved directly in the root directory or an authorized library.

Data Explore © Guangzhou SQL syntax reference [4  Data explore

X Storage ¢

o -

& Format | G ® demo [ publicengine(SuperSQL-P 1.0-public)

3. Query table permissions can be customized according to the public scope of the library, and table usage

permissions can be specified for the public scope.

Save query prd

Basic info

Query-2023-12-12 14:15:56

Root directory v

Permission settings

All Read Edit Delete
Select permissions

m Cance'

Viewing script information

1. Hover the mouse pointer over the script name to view the script details.
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Data Explore © Guangzhou ~

Datobase Query @ + | testdbsae X Quey-2023-12-121.. @  Query-2023-12-12.. @ | + ~
Q | ) running [HRRSNRE B save e} 3 Format | S

5
Ba %0
%0
B 5733 18040
&)

7719868890

2. Click the

icon next to the table you want to view, and select to open or query it.

Data Explore &) Guangzhou
Datab: Query O+ Query-2023-12-121.. @  Query-2023-12-121.. @  Query2022-12-12.. @ | + ~
o ICIEM e Bsae | o & Fomet | @
v &5 1
2 .3
B Open query
&) Madify
&) Generate schedule task
Delete
B

Deleting a Query Script

Click the

icon next to the table you want to delete, and select to delete the script.

Data Explore ©) Guangzhou ~
Database Query © 4 | Quey-2023-12121. ®  Quen-2023-12-121.. @  Query-2023-12-12.. @ | + ~
o e | Be- | o B @
() 1
D B
B Open query
o Modify
o Generate schedule task
Delets
&)

Note:

Deleted scripts cannot be restored. Operate with caution.

©2013-2025 Tencent Cloud International Pte. Ltd.

Data Lake Compute

SQL syntax reference [ Data explore

X3 Storage ©

® demo ~ [ public-engine(SuperSQL-P 1.0-public)

SQL syntax reference [ Dats explore guide [2

Storage configuration
= 9

demo ¥ [ public-engine(SuperSQL-P 1.0-public)
SQL syntax reference 4 Dats axplore g
XX Storage co
= demo ¥

H public-engine(SuperSQL-P 1.0-public) ¥
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Data Job
Overview

Last updated : 2024-07-17 16:36:54

Data Lake Compute provides Spark-based batch and flow computing capabilities for you to perform complex data
processing and ETL operations through data jobs.

Currently, data jobs support the following versions:

Scala2.12

Spark 3.1.2

Preparations

Before starting a data job, you need to create a data access policy to ensure data security as instructed in Configuring
Data Access Policy.
Currently, only CKafka data source is supported for data job configuration, with more data sources to come in the

future.

Billing mode

A data job is billed by the data engine usage. Currently, pay-as-you-go and monthly subscription billing modes are
supported. For more information, see Data Engine Overview.

Pay-as-you-go: It is applicable to scenarios with a small number of data jobs or periodic usage. A data job is started
after creation and automatically suspended after successful execution, after which no fees will be incurred.

Monthly subscription: It is applicable to scenarios where a large number of data jobs are regularly executed.
Resources are reserved in this mode, so you don't need to wait for data engine start.

Note:

As a data job differs from a SQL job in terms of the compute engine type, you need to purchase a separate data

engine for Spark jobs; otherwise, you can’t run data jobs on a SparkSQL data engine.

Job management

On the Data job management page, you can create, start, modify, and delete a data job.
1. Log in to the Data Lake Compute console and select Data job on the left sidebar.

2. Click Create job. For detailed directions, see Creating Data Job.
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3. In the list, you can view the current task status of the data job. You can also manage the job as instructed in

Managing Data Job.
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Configuring Data Access Policy

Data Access Policy (CAM role arn) Overview

A data access policy (CAM role arn) allows you to configure permissions in CAM for accessing data in data sources
and COS during data job execution.
When configuring a data job in Data Lake Compute, you need to specify the data access policy to protect data

security.

Directions

Step 1. Create a policy in CAM

1. Log in to the Tencent Cloud console and select Cloud Access Management. The logged-in account needs to
have permissions to configure CAM; therefore, we recommend you use a root account or admin account.
2. Select Policies on the left sidebar to enter the policy management page. Click Create Custom Policy and select

Create by Policy Syntax.

@ Tencent Cloud

. 2018-08-13 175458

2022-11-07 111831

2021-08-08 104242

2018-08-13 17:54:58

2020-09-20 11:37:49

2020-09-20 11:37:49 Assoeiate User/User Grou

3. Search for COS in the policy template and select COS permission templates.
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& Create by Policy Syntax

o Select Policy Template >

emplate Type: Al Templates v cos [ < I}

Select a template type

Al Templates (51 Total)Search "cos”, to find 51 iter

sBack to Original List

QcloudCOSBucketConfigRead QcloudCOSBucketConfigWrite QcloudCOSDataFullControl

Grant READ-only access on COS Bucket Configurations Grant WRITE-only access on COS Bucket Configurations (exclude DELETE) Grant READ WRITE DELETE LIST access on COS
QcloudCOSDataReadOnly QcloudCOSDataWriteOnly QcloudCOSFullAccess

Grant READ-only access on COS (exclude LIST) Grant WRITE-only access on COS (exclude DELETE, Full read- Cl

QcloudCOSGetServiceAccess QeloudCOSListOnly QcloudCOSMetaAccMgmt

Grant LIST-enly s on COS (List Buckets & Objects)

Access to the bucket list of Cloud Cbject

The preset templates define read-only and read/write permission policies. If they don't meet your needs, create a
custom policy template as instructed in Appendix.

4. Select the template, set a name for the policy, and click Save.

Step 2. Create a service role

1. Log in to the Tencent Cloud console and select Cloud Access Management. The logged-in account needs to
have permissions to configure CAM; therefore, we recommend you use a root account or admin account.
2. Select Role on the left sidebar to enter the role management page. Click Create Role and select Tencent Cloud

Product Service.

Select Role Entity 4

<> Tencent Cloud Product Service S

= Authorize Tencent Cloud service to use your cloud resources via roles

Tencent Cloud Account
8 Authorize your root account or other root accounts to use your cloud >

resources via roles

IdPs

Eg Authoriz

use your cloud resources

e external user identity (such as enterprise user directory) to >

3. In the Role Entity service list, find and select Data Lake Compete and click Next.
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© erroecmivme > > >

4. In the policy configuration, find and select the policy created in Step 1 and click Next.

5. Set a name for the role and click Save.

Step 3. Get the role arn information

1. After creating the role in Step 2, return to the role list and find the created role.

2. Click Role Name to enter the role details page.

Product Service - dic - 1 2 hours 2023-12-14 142, Delete

12 hours 2023-12-06 162..  Delete

12 hours 2023-09-14103..  Delete

3. Find and copy the role arn information.

Role Info

i

2023-12-14 14:21:29

Step 4. Configure the role arn in Data Lake Compute

1. Log in to the Data Lake Compute console with an admin account.
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2. Select Data job on the left sidebar to enter the data job management page. Click Job configuration and select
CAM role arn.

3. Click Create role arn.

Data Lake Compute Data job © Guangzhou ~
Spark job Job eonfiguration Session management Job monitoring Task history Lc

Ove

@  The data job feture requires the access policy (CAM role) set by the Data Lake Compute admin to speeify the scope of COS data access. For access to data from other data sources, set the network via Network configuration [ first

[E Data Jobs

Data Engines

Glo
Configuration

Data Operations

4. Paste the role arn information obtained in Step 3 in the input box and click Save.

Appendix: Custom Policy Template

If the preset templates cannot meet your data management needs, you can configure a custom template in the
following steps.

1. Log in to the Tencent Cloud console and select Cloud Access Management. The logged-in account needs to
have permissions to configure CAM; therefore, we recommend you use a root account or admin account.

2. Select Policies on the left sidebar to enter the policy management page. Click Create Custom Policy and select
Create by Policy Generator.

Select Policy Creation Method

Create by Policy Generator

Create by Product Feature or Project Permission

®

Create by Policy Syntax

Authorize by Tag

B

3. Select Allow as Effect and COS as Service. Select the resource scope as needed.
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Cloud Access
Management

Dashboard

Users

User Groups
Policies

Roles

Identity Providers

Federated
Account

Access Key

< Create by Policy Generator

o Edit Policy

Visual Policy Generator

¥ COS(0 actions)

Effect -

Service *

Action =

Collapse

Resource *

Condition

=+ Add Permissions

o Allow Deny

COS (cos)

Select actions
All actions (cos:™)

Add Custom Action

Action Type

Read Shaw More

Select resource

™
Source IP (i)

Add other conditions

Data Lake Compute

If you need to manage specific resources, click Add a six-segment resource description to add resources. You

can use

* to indicate all the resources. For more information, see Resource Description Method.

4. After completing the configuration, set a name for the policy and click Save. You can also select Authorized Users

to authorize the policy to existing users.
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Creating Data Job

Last updated : 2024-07-17 17:45:32

Preparations

Before creating a data job, you need to configure the CAM role arn to secure the data access from the data job. For
detailed directions, see Configuring Data Access Policy.

Directions

1. Log in to the Data Lake Compute console and select Data job on the left sidebar.
2. Click Create job.
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Create job X
Basic info «
Stream processing SQL job
of the selected data engine f 1fo, see Data engine [ For netwe
ne, se= Network configuration [4
am package * OCCS Upload
Select a COS path
)
see Configure CAM role am [2
Network configuration «
Configure parameters as follows:
Parameter Description
Job name It can contain up to 40 letters, digits, and underscores.
Job type In batch: Batch data jobs based on Spark JAR
y In flow: Flow data jobs based on Spark Streaming
Data source Data source for In batch data jobs. Currently, it can only be CKafka, which needs to be
connection configured in advanced in Job configuration.
Data engine It can be a Spark job data engine for which you have the permission.
If you select Data source, you can only select a data engine connected to the data source.

Program The JAR format is supported.
package
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Dependency
JAR
resource

Dependency
file resource

CAM role
arn

Main class

Job
parameter

Resource
configuration

Data Lake Compute

You can select a local file of up to 5 MB in size or a file in COS. If the local file exceeds 5 MB,
upload it to COS for use. You can directly enter a COS path.

The JAR format is supported. You can select multiple resources.

You can select a local file of up to 5 MB in size or a file in COS. If the local file exceeds 5 MB,
upload it to COS for use. You can directly enter multiple COS paths and separate them by
semicolon.

You can select a local file of up to 5 MB in size or a file in COS. If the local file exceeds 5 MB,
upload it to COS for use. You can directly enter multiple COS paths and separate them by
semicolon.

The data access policy configured in Job configuration, which specifies the scope of data
accessible to a data job. For more information, see Configuring Data Access Policy.

JAR package parameter in the main class. Separate multiple parameters by space.

—-config information of the job, which starts with spark. inthe formatof k=v .
Separate multiple parameters by line break.

Example: spark.network.timeout=120s

The engine resources that can be configured with the data job, the number of which cannot
exceed the specifications of the selected data engine. Resource description: 1 CU = 1-core 4
GB MEM

Billable CUs = executor resource * executor quantity + driver resource

Pay-as-you-go data engines are billed by the billable CUs.

3. After configuring the parameters, click Save.
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Managing Data Job

Last updated : 2025-03-07 15:27:25

This document describes how to manage a data job.
Edit a data job.

Start and stop a data job task.

View the data job and task details.

Delete a data job.

Editing a data job

Note:

A running data job cannot be edited.

The type of a data job cannot be changed. To change it, create a new data job as instructed in Creating Data Job.
1. Log in to the Data Lake Compute console, select the service region, and select Data job on the left sidebar.

2. Find the target data job and click Edit.

Q Al - - Last 7 days Last 30 days

Job name Job ID Job type Job file Current tasks Task engine $ Creator % Created at # Update time $ Operation

e @ ] | - 6] L 0] 2023-10-17 212034 2023-10-17 21:3428 j”"‘ ‘ wnn

3. Edit the content and click Save.

Starting and stopping a data job task

You can start and stop a created data job to generate corresponding tasks. A data job can generate multiple task
instances and be executed multiple times.

Data task statuses are as follows:

Status Description

Not started Initial status after creation.

Running The data task is running, during which the data job cannot be edited or deleted.
Successful The task is executed successfully.

Failed Failed to run the task. You can query the error message through the log or SparkUL.
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Canceled The task is manually canceled.

You can start and stop a data job task in the following steps:

1. Log in to the Data Lake Compute console, select the service region, and select Data job on the left sidebar.

2. Find the target data job and click Start or Stop to change the task status.

Note:

Starting a task instance will use compute engine resources. If the usage exceeds the configured upper limit, the task

will be put into a queue.

Enter a job name or ID Q Al T A v Al Last 7 days Last 30 days
Job name JobID Job type Jab file Current tasks Task engine ¥ Creator $ Created at ¥ Update time + Operation
Monitor Edit] R
) - @ i © O 05-10-17 212034 051017 213428 enter teR 2T

Delete

Viewing the Data Job and Task Details

1. Log in to the Data Lake Compute console, select the service region, and select Data job on the left sidebar.

2. Click Job name to enter the data job details page.

Spark job details
Jobinfo  Taskhistory Monitoring and alerting

Job name o

Task type Batch processing

Copy statement

Created 2t 2023-10-17 21:20:34

Update time 2023-10-17 2134:28

Network configuration

Enhanced

netwark

On the details page, you can view the basic information and task list of the data job. The task list contains the data
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task information of the data job. You can view the task run log and SparkUl.

Spark job details

Job info Task history Moenitoring and alerting
v Last 7 days Last 30 days 2023-12-14 ~ 2023-12-20 H Refresh
Task ID Executi... Task submissi... % Comput... Operation
[ | [ | Successful  2023-12-12 20:53:42 47 .8s Learn more Spark Ul
Total items: 1 10 v /page 1 /1 page

Click Learn more or Task ID to view the task details, which include the basic information and run log of the task.

Currently, the run log allows you to view the last 1,000 data entries.
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¢ mE mE nm

Basic info Run log

Up to latest 1,000 entries can be shown in the console

Desc by timc v ()

Logname: E == m -

No data

Jobname @ W Wstm  Jobll ] ] H E Em

Last 7 days Last 30 days 2023-12-1517:13:08 ~ 2023-12-21 17:13:08 m

Ic g

Data Lake Compute

Create download task

Log level:

You can click Create download task to download the full log and click Log download to save the log locally.

Log download

Download ... Operated by Job name Job ID

2024-07-29 20003763640  app_test_70z batch_6ee35
19:43... 7 bde 8a4-1...

Total items: 1

©2013-2025 Tencent Cloud International Pte. Ltd.

Log name Task ID Status
livy- 254afd95- Completed
254afd95- 07ba-45...
07...

10 v /page 1

Refresh

Operation

Save to local

/1 page
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Note:

The download record will be saved for three days, after which you cannot save the log locally and need to create a

new download task.

Deleting a data job

Note:
A data job with a running data task cannot be deleted.
1. Log in to the Data Lake Compute console, select the service region, and select Data job on the left sidebar.

2. Find the target data job, click Delete > OK.

Job name Job ID Job type Job file Current tasks Task engine $ Creator $ Created at ¥+ Update time $ Operation
Monitor Edit R
| - - Bateh processin 0] 1o] 20231017 212034 2023-10-17 213428 o B
1. @ o processing g g -Hn

Note:

Note that deleting a data job will delete its data task information. Proceed with caution.
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PySpark Dependency Package Management

Last updated : 2024-09-18 17:59:53

Currently, the basic running environment for DLC's PySpark uses Python 3.9.2.

Python dependencies for Spark jobs can be specified in the following two methods:

1.Use --py-files to specify dependency modules and files.

2.Use --archives to specify a virtual environment.

If your module or file is compiled by using pure Python to implement customized function, it is recommended to specify
Python dependencies using the —--py-files .

The --archives option allows you to package and use the entire development and test environment. This
method supports compiled installations of C-related dependencies and is recommended when the environment is
more complex.

Note:

The two methods mentioned above can be used simultaneously based on your needs.

Using —-py-files to Specify Dependency Packages

This method is suitable for modules or files implemented in pure Python, without any C dependencies.

Step 1: Packaging Modules/Files

For external PyPI packages, use the pip command to install and package common dependencies in the local
environment. The dependencies should be implemented in pure Python and should not be dependent on any C-

related databases.
pip install -i https://mirrors.tencent.com/pypi/simple/ <packages...> -t dep
cd dep
zip -r ../dep.zip .

The single-file module (e.g., functions.py) and custom Python modules can be packaged by using the method
mentioned above. It is important to ensure that custom Python modules are standardized according to Python's official

requirements. For more details, see the official Python Packaging User Guide.

Step 2: Importing the Packaged Module

In the Data Lake DLC Console, create a job in the Data Job module. Use the —--py-files parameter toimportthe

packaged dep.zip file, which can be uploaded either through COS or directly from your local device.

©2013-2025 Tencent Cloud International Pte. Ltd. Page 52 of 224


https://packaging.python.org/en/latest/overview/
https://console.tencentcloud.com/dlc

@ Tencent Cloud Data Lake Compute

Program o CoS Upload
package *

Select a COS path

COS permissions are required, and .jar/.py files are supported.

Using a Virtual Environment

A virtual environment can resolve issues with some Python dependency packages that are dependent on C
databases. Users can compile and install dependency packages into the virtual environment as needed, and then

upload the entire environment.

Since C-related dependencies involve compilation and installation, it is recommended to use an x86 architecture
machine, Debian 11 (Bullseye) system, and Python 3.9.2 environment for packaging.

Step 1: Packaging the Virtual Environment

There are two methods to package a virtual environment: using Venv or Conda.

1. Packaging with Venv.

python3 -m venv pyvenv
source pyvenv/bin/activate

(pyvenv)> pip3 install -i [https://mirrors.tencent.com/pypi/simple/]
(https://mirrors.tencent.com/pypi/simple/) packages

(pyvenv) > deactivate

tar czvf pyvenv.tar.gz pyvenv/
2. Packaging with Conda.

conda create -y -n pyspark_env conda-pack <packages...> python=<3.9.x>
conda activate pyspark_env

conda pack —-f -o pyspark_env.tar.gz

After packaging is completed, upload the packaged virtual environment file pyvenv.tar.gz toCOS.
Note:
Use the tar command for packaging.

3. Use the provided packaging script.
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To use the packaging script, you need to have docker installed. The script currently supports Linux and macOS

environments.

bash pyspark_env_builder.sh -h

Usage:

pyspark—-env-builder.sh [-r] [-n] [-o] [-h]

-r ARG, the requirements for python dependency.

-n ARG, the name for the virtual environment.

-0 ARG, the output directory. [default:current directory]
—-h, print the help info.

Parameter Description

-r Specifies the location of the requirements.txt file.

-n Specifies the name of the virtual environment (default: py3env).

-0 Specifies the local directory to save the virtual environment (default: the current directory).
-h Prints help information.

# requirement.txt

requests

# Execute the following command.

bash pyspark_env_builder.sh -r requirement.txt -n py3env

After the script running is completed, you can obtain py3env.tar.gz in the current directory and then upload this file to
COS.

Step 2: Specifying the Virtual Environment

In the Data Lake DLC console, create a job in the Data Operation Module following the instructions as shown in the
screenshot below.

1.Forthe —--archives parameter, enter the full path to the virtual environment. The name of the decompressed
folder is After the #.

Note:

The # symbol is used to specify the decompression directory. The decompression directory will affect the configuration
of the subsequent running environment parameters.

2.Inthe --config parameter, specify the running environment settings.

For the Venv packaging method, configure: spark.pyspark.python =

venv/pyspark_venv/bin/python3
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For the Conda packaging method, configure: spark.pyspark.python = venv/bin/python3

For the script packaging method, configure: spark.pyspark.python = venv/bin/python3
Note:

Due to the differences in packaging methods between Venv and Conda, the directory structure will vary. You can

decompress the .tar.gz file to check the relative path of the Python file.
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Engine Management
Data Engine Introduction

Last updated : 2025-04-15 16:25:35

The DLC data engine is the foundation of DLC's data analysis and computation services. All calculations performed by
users within DLC require the use of this data engine. Depending on the specific use case, users can select the

appropriate engine type.

Engine Types

DLC offers two types of data engines for users to choose from: Standard Engine and SuperSQL Engine. The

primary difference between these two engines lies in the SQL syntax they support. The Standard Engine uses native

Spark and Presto syntax from the community, while the SuperSQL Engine supports DLC's independently developed

unified syntax. This unified SuperSQL syntax can run on both Spark and Presto engines, effectively masking the

syntax differences between them. This feature can significantly reduce usage costs in scenes where different analytics

engines need to be used together. Below are the main characteristics of each engine and recommendations for

selection:
Engine Available Main Features Usage Requirements Purchase .
Types Types Recommendations
Native syntax: Uses
the native syntax from
the Spark/Presto 1. Require the use of
community, ensuring native Spark/Presto
low learning and Currently, a2 CU syntax.
migration costs. specification free 2. Need to purchase a
Standard Spark Flexible usage: gateway is provided. If Spark engine for batch
Engine Presto Supports both Hive you need to upgrade processing and offline
JDBC and Presto the specification, SQL tasks.
JDBC. upgrade the Gateway 3. Prefer to use Hive
Integrated Spark: The JDBC and Presto
standard Spark engine JDBC.
can execute SQL and
Spark batch tasks.
SuperSQL SparkSQL Unified syntax: A set of You need to learn the 1. Prefer to use a unified
Engine syntax applies to both SuperSQL unified syntax for both Spark
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Spark
jobs\\nPresto

Data Lake Compute
Spark and Presto syntax.\\nFor and Presto.
engines. SQL/batch task 2. Need to perform
Supports federated scenes, it is federated queries.
queries. recommended to

purchase the
corresponding engine
type.

For more detailed information, see the comparison table below or review the documentation for the Standard Engine

and SuperSQL Engine Description.

Detailed Comparison of Standard Engine and SuperSQL Engine

Feature

Presto

Spark

SQL Syntax

Gateway

Resource
Group

Shared
Engine

Hive JDBC

Standard
Engine

v

Native
syntax

v

SuperSQL
Engine

v

Unified syntax

©2013-2025 Tencent Cloud International Pte. Ltd.

Description

Both engines support the Presto engine.

The SuperSQL Engine is divided into SparkSQL and Spark
job. The SparkSQL engine supports SQL jobs, while the
Spark job engine supports Spark batch and streaming jobs
as well as SQL jobs. The Standard Engine is an integrated
Spark engine.

The Standard Engine supports native Spark and Presto
syntax.

The SuperSQL Engine supports DLC's self-developed
unified syntax.

DLC, based on Apache Kyuubi, has developed its own
Serverless gateway service, providing a more stable, secure,
and high-performance task submission experience.

Resource groups are a unique feature of the Standard Spark
Engine, allowing resources to be allocated as needed. SQL
tasks can be submitted to a designated resource group for
execution.

The SuperSQL Engine supports a shared mode, which is
suitable for scenes with low analysis frequency and smaller
data volumes.

The Standard Engine supports submitting tasks using Hive
JDBC.
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Presto JDBC / IgeB gtandard Engine supports submitting tasks using Presto

. . ks using DL
DLC JDBC Y Y Both types of engines support submitting tasks using DLC

JDBC.
TencentCloud Both types of engines support submitting tasks using
API Task v v TencentCloud API or through the data exploration page in
Submission the console.

The SuperSQL Engine provides federated query analysis
Federated Y capabilities. For instructions on adding a federated query
Query data catalog, see Data Directory and DMC. The Standard

Engine currently does not support federated queries.

If you have any questions about choosing between the Standard Engine or SuperSQL Engine, you can Submit a

Ticket to contact us.

Engine Pricing

Data engines support both monthly subscription and pay-as-you-go subscription. For more information, see Billing

Overview.

Limitations

The name of the data engine should be globally unique and cannot be changed.
The billing mode of the data engine cannot be switched.

The data engine does not support changing regions.
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SuperSQL Engine
SuperSQL Engine Overview

Last updated : 2025-03-07 15:27:25

Data engines empower the data analysis and computing service in Data Lake Compute. They are used in all

computing operations and can be public or private based on your needs.

Public engine

The Data Lake Compute service comes with the shared public engine, which is applicable to low-frequency analysis
use cases with small data volumes. With this highly flexible and available engine, you don't need to configure or
manage resources. Fees are charged by the scanned data volume of running tasks. For billing details, see Billing
Overview.

Since Data Lake Compute adopts serverless architecture, it needs to schedule the data engine for task execution for

the first time over a period of time, which may take a longer time.

Private engine

A private engine is a dedicated data engine that you purchase on a pay-as-you-go basis. For billing details, see Billing
Overview.

Pay-as-you-go: This billing mode is highly flexible and stable, where fees are charged by the CU usage. It is applicable
to use cases where data is analyzed regularly, with compute resources elastically scaled based on the business load.
Monthly subscription: This billing mode is applicable to use cases where large amounts of data require long-term and
stable analysis, with compute resources elastically scaled based on the business load. It guarantees always available
resources with no need to wait for resource startup. Fees are charged by month based on the cluster specification
(elastic clusters are billed by CU usage though).

Compute engine types

A private engine can work with different compute engines in different use cases.
SparkSQL.: It is suitable for stable and efficient offine SQL tasks.

Spark job: It is suitable for native Spark stream/batch data job processing.
Presto: It is suitable for agile and fast interactive query and analysis.

Note:
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The compute engine type does not affect the unit price of a private engine.

Engine scaling rules

The elastic scaling rules for the engine can be configured either in Create Engine or in the SuperSQL Engine.within

the Console Data Engine.

Cluster count 1 +

Multiple clusters with fixed specs can be configured in a data engine to increase task concurrency

Max task concurrency of a cluster - 20

The max number of concurrent tasks that a cluster can process. A higher concurrency may result i
longer compute time. When the concurrency reaches the concurrency limit of a cluster, new tasks
be queued up.

Cluster scaling rules Yes No Scaling rules [2

Elastic clusters 1 +

For elastic clusters, resources will be scaled based on the task
concurrency and queue time and billed based on CU usage.

Task queue-up time limit - 1 + |Minute

The max task queue-up time. If it is set to 0, auto scaling will be
triggered immediately after a task is queued. When the queue-up
time exceeds this value, the cluster will be auto scaled after elastic
resources are made available (the time varies by the number of
resources required).

The number of clusters refers to the number of resident clusters in the engine. The sum of the total number of clusters
and elastic clusters represents the maximum number of clusters the engine can scale to during elastic scaling.

Basic rule: Engine scaling will only occur when the number of elastic clusters is greater than zero.

Scale-out rule: The system will scale out the data engine based on the configured rules when the number of queued
tasks exceeds the available concurrent capacity, the task queue time surpasses the queue time limit, and no clusters
are being initialized.
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Scale-in rule: The system will scale in the data engine when the current number of clusters exceeds the number of
resident clusters, the overall average load of the clusters is below 20%, and there are idle clusters.

As shown in the figure below: During the purchase, the number of clusters is set to 2, the number of elastic clusters to
3, and the task queue time limit to 5 minutes. During high concurrency of cluster tasks, if the number of queued tasks
exceeds 2 and the queue time exceeds 5 minutes, the system will scale out the data engine to alleviate the task
queuing situation. After successful scale-out, if the task queuing situation is alleviated, clusters become idle, and the

load is low, the system will scale in the data engine.

Peak Business Scale-out Downturn Business Scale-in

r A 0] r
Data Engine Data Engine Data Engine Data Engine
Waiting Cluster 01: Cluster 01: Cluster 01: Cluster 01:
TaskA — 7 Busy Busy Busy Busy
Waiting Cluster 02: Exceeding the Cluster 02: Cluster 02: Cluster 02:
Task B Busy Maximum Queing Busy Busy Busy
Time Low Average Load

Scale-out

Scale-in

Cluster 03: Cluster 03:
Busy Idle

In the case of elastic scaling, the number of clusters in the data engine will not be less than the configured cluster

count and will not exceed the sum of the configured cluster count and the elastic clusters.

For example, if the configured number of clusters is 2 and the number of elastic clusters is 3, after scaling out, the

number of clusters will not exceed 5, and after scaling in, the number of clusters will not be fewer than 2.

Note:

The cluster count of a data engine cannot be smaller than the minimum cluster count. A pay-as-you-go cluster can be

suspended if it is not needed.
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Engine running status

A cluster may be in one of the following eight statuses: Starting, Running, Suspended, Suspending, Changing
configuration, Isolated, Isolating, Recovering.

Starting: The cluster is being started. In this case, a pay-as-you-go private engine is not billed. A starting cluster
cannot be selected for data computing.

Running: The cluster is running and can be selected for data computing.

Suspended: The cluster is suspended and cannot be selected for data computing.

Suspending: The cluster is being suspended and cannot be selected for data computing. This will affect running tasks.
Changing configuration: The cluster is undergoing a configuration change and cannot be selected for data computing.
Isolated: The cluster is isolated due to overdue payments and cannot be selected for data computing.

Isolating: The cluster is being isolated due to overdue payments and cannot be selected for data computing. This will
affect running tasks.

Recovering: The cluster is being recovered from the Isolated status to the Running status after the account is topped

up. It cannot be selected for data computing.
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Purchasing Private Data Engine

Last updated : 2024-07-17 17:55:49

A private data engine in Data Lake Compute supports pay-as-you-go and monthly subscription billing modes. For

billing details, see Billing Overview.

Private engine purchase

You can purchase on the Data Lake Compute purchase page or in the console as instructed below:

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
or financial collaborator permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Click Create resource in the top-left corner to enter the Resource configuration page. Configure the resource as

needed and view the estimated price.

G) Data Lake Compute offers both public and private data engines. A public data engine is managed by Data Lake Compute and billed by scanned data volume, with no operation or permission
required; a private data engine can be billed on a pay-as-you-go basis or subscribed monthly. For more billing info, see Billing Overview [Z. A pay-as-you-go data engine can be configured with
the auto-suspension or scheduled suspension policy, with no fees charged on it after suspension. For operations and notes, see Managing Private Data Engines .

I Bill query [4  Renewal management [2

Kernel version

Engine Name/ID Engine type Engine Status @ Billing mode Auto-renewal Start and stop policy Operation
n—— Nty et Monitor Spec configura
] Manual start, Manual ot
d SparkSQL Running SuperSQL-S 3.5 No ) Parameter Configuration
[} ) suspension
Expire More ¥
Monitor
N | i 1 ) |
F Presto Starting () SuperSQL-P 1.0 I i - Auto-start, Manual suspensi
i More ¥
Monitor
SuperSQL-P 1.0- Manual start, Manual
i Presto Running p. ' an i - )
[} public volume suspension .
Total items: 3 10 v /page 1 /1 page

4. Confirm the price and make the purchase.
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Data La ke Compute Back Documentation [4 Billing[& Console|
Engine edition Standard engine
Billing mode Monthly subscription  Detailed comparison [4

In this mode, a cluster is billed based on the CUs used and can be suspended when no task is in progress. A suspended cluster incurs no cost. It is suitable for data compute applications with certain task
loads and irregular task cycles.

Region Hong Kong/Macao/TaiWan (China Region) Southeast Asia Eastern U.S. Europe Southeast Asia Pacific

Hong Kong Singapore Virginia Frankfurt Jakarta

Cloud products in different regions are not interconnected over private networks and the region cannot be changed after you purchase the service. Please proceed with caution.We recommend you select the
region nearest to your customers to reduce access latency.

| Cluster configuration

Basic configuration

Compute engine type SparksQL Spark job

This is a memory engine for distributed SQL query. It supports real-time data write to SQL and real-time result return in Data Explore. It is suitable for applications with small loads. It runs faster than a
SparkSQL engine.

Kernel version SuperSQL-P 1.0

SuperSQL-P is a Tencent-developed Presto-based engine kernel for interactive query and analytics. Syntax rules supported by different kernel versions are slightly different. For more information on versions
see Kernel Versions 2

Configuration parameter description:

Region: Cloud products in different regions are not interconnected over private networks and the region cannot be
changed after you purchase the service. Proceed with caution.

Compute engine: Presto and Spark engines are supported. Note that the engine cannot be changed once purchased.
Presto is suitable for faster interactive query and analysis and multi-source federated query, while Spark is suitable for
more stable offline tasks with large data volumes.

Cluster spec: Cluster specification is measured in CU. 1 CU equals to 1 CPU core and 4 GB memory of compute
resources. The specification determines the amount of compute resources during task execution and can be
purchased as needed.

Note:

If you need more than 152 CUs, submit a ticket for assistance.

Min cluster count: Set the minimum number of clusters during cluster start or resident resources in a monthly
subscribed cluster. Multiple clusters can deliver a higher concurrency.

Max cluster count: Set the maximum number of clusters for elastic scaling. If it is the same as the minimum cluster
count, elastic scaling is not enabled for the cluster.

Auto-start: If it is enabled, a suspended data engine will be automatically started after receiving a task request.
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Note:

As pay-as-you-go resources are not reserved, it is possible that they cannot be started right away. If you need
resident and stable compute resources, purchase a monthly subscribed data engine instead.

Suspension policy: Configure the suspension method of a pay-as-you-go data engine. Automatic suspension and
scheduled suspension are supported. A suspended pay-as-you-go data engine will not incur fees.

Auto-suspension: The data engine will be automatically switched to the Suspended status after it has been idle for a
certain period of time.

Timing policy: You can configure scheduled start and suspension policies by week. The system will start or suspend
clusters regularly as configured.

Suspension after task end: After the specified time elapses, if a task is running, the system will automatically suspend
the data engine within five minutes after the task ends.

Suspension after task pause: After the specified time elapses, if a task is running, the system will pause the task and
suspend the data engine immediately.

Advanced configuration: If you need to use federated query, configure the IP range in the advanced configuration.
Tag: Set tags to categorize purchased resources and allocate costs. For more information, see Associating Tag with

Private Engine Resource.

Bill query

You can query bills in the Data Lake Compute console in the following steps:

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
or financial collaborator permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Click Bill query to view the detailed bill and settlement information (the financial collaborator permission is

required).
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@ Data Lake Compute offers both public and private data engines. A public data engine is managed by Data Lake Compute and billed by scanned data volume, with no operation or permission
required; a private data engine can be billed on a pay-as-you-go basis or subscribed monthly. For more billing info, see Billing Overview [4. A pay-as-you-go data engine can be configured with
the auto-suspension or scheduled suspension policy, with no fees charged on it after suspension. For operations and notes, see Managing Private Data Engines [4.

Bill query 2| Renewal management [4 Q

Kernel version

Engine Name/ID Engine type Engipe Status @ Billing mode Auto-renewal Start and stop policy Operation
Monthly subscription Monitor Spec configuration
Manual start, Manual
i - SparkSQL Running SuperSQL-S 3.5 No i Parameter Configuration
T ) suspension
Expire More ¥
Monitor
im = -I Presto Starting @) SuperSQL-P 1.0 Pay-as-you-go - Auto-start, Manual suspensi
. More ¥
Monitor
SuperSQL-P 1.0- Pay by scanned data Manual start, Manual
u I Presto Running p. ¥ oy - .
I} public volume suspension .
Total items: 3 10 v /page 1 /1 page

Renewal management

For a monthly subscribed private data engine, you can perform renewal and other operations in the Data Lake
Compute console > Renewal management > Resource management in the following steps:

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
or financial collaborator permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Click Renewal management to enter the resource list and renew resources (the financial collaborator permission

is required).
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@ Data Lake Compute offers both public and private data engines. A public data engine is managed by Data Lake Compute and billed by scanned data volume, with no operation or permission |
required; a private data engine can be billed on a pay-as-you-go basis or subscribed monthly. For more biling info, see Billing Overview [4 . A pay-as-you-go data engine can be configured with
the auto-suspension or scheduled suspension policy, with no fees charged on it after suspension. For operations and notes, see Managing Private Data Engines [4.

Bill query [4 | Renewal management [4 Q

Kernel version

Engine Name/ID Engine type Engine Status @ Billing mode Auto-renewal Start and stop policy Operation
Mok i i-ion Monitor Spec configuration
[ | Manual start, Manual —
SparkSQL Runhing SuperSQL-$ 35 No i Parameter Configuration
1] suspension
n More ¥
Monitor
-F Presto Starting SuperSQL-P 1.0 B - Auto-start, Manual suspensi
. More ¥
Monitor
- SuperSQL-P 1.0- [ Manual start, Manual
'k Presto Running p, n o - K
I} public suspension
\4
Total items: 3 10 v /page 1 /1 page
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Renewing SuperSQL Engine

Last updated : 2024-07-31 17:55:25

You can renew a monthly subscribed data engine that has not expired or is isolated in the Data Lake Compute
console.

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
or financial collaborator permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Find the target data engine and click More > Renew. You can also renew resources that will expire soon (in seven

days) by clicking Renew next to the expiration time.

Bill query (& Renewal management [4 C

Kernel version

Engine Name/ID Engine type Engine Status @ Billing mode Auto-renewal Start and stop policy Operation
- 1y Monthly subscription T Moanitor Spec configuration
SparkSQL Running SuperSQL-S 3.5 No o Parameter Gonfiguration
i - suspension
- "
Restart
I Terminate
. - .Fu Presto Starting © SuperSQL-P 1.0 Pay-as-you-go - Auto-start, Manual suspensi
0
Renew

4. Check the renewal term and price and click Confirm. The renewal will be completed after the order is confirmed
and paid.

Note:

The billing cycle of a data engine that is renewed from the isolated status will start from the expiration date of the
previous cycle.
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Managing Private Data Engine

Last updated : 2024-07-17 18:02:09

Note:
You don't need to manage the public engine, as it is managed by Data Lake Compute in a unified manner.

Modifying the private engine configuration

Note:

Fees may change as the private engine configuration changes. For more information, see Configuration Adjustment
Fees Description.

Option 1. Data engine list

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
or financial collaborator permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Find the target private engine and click Spec configuration on the right to enter the configuration modification
page, where you can modify the cluster specification and elastic scaling policy.

4. After making changes, click Save to submit the order and make the payment.

Bill query & Renewal management [2 qQ

Kernel version

Engine Name/ID Engine type Engine Status @ Billing mode Auto-renewal Start and stop policy Qperation
- . Monthly subscription st Ml Monitorlséec coniiéuration
3 SparkSQL Running SuperSQL-$ 3.5 No o Parameter Configuration
[ | ) suspension
Expire More ¥
Monitor
. Presto Starting ) SuperSQL-P 1.0 Pay-as-you-go - Auto-start, Manual suspensi
More ¥
Monitor
SuperSQL-P 1.0- Pay by scanned data Manual start, Manual
u n Presto Running P voy - i
| public volume suspension
v
Total items: 3 10 v /page 1 /1 page

Option 2. Data engine details
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1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
or financial collaborator permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Find the target private engine and click the cluster name to enter the cluster details page, where you can modify the
cluster specification and elastic scaling policy.

4. Adjust the parameters as needed and click Save.

& SuperSQLengne g mm mEmE W

Basic configuration Cluster monitoring Alarm config

Basic info Configuration info

Engine name ol Resource D DataEngine-p3d2xfq1If
o BRI EECcD gne-picexiati Enginetype Presto  Kernel version SuperSQL-P 1.0 Engine Size 18 CU

s

Description / Cluster count 1

Region Hong Kong/Macao/TaiWan (China Region)-Hong Kong

Engine Stetus ~ Starting (:) Auto-scaling Yes  Elastic cluster count 4  Max task concurrency of a cluster 20

Biling mode  Pay-as-you-go Task queue-up time limit 0 minute(s)

Tag Notag £ -
Auto-start Yes  Auto-suspension No  Timing policy

Tag Documentation [4

|Prange of cluster 10.255.252.0/22

Network configuration

Modifying the private engine information

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Find the target private engine and click the cluster name to enter the cluster details page, where you can modify
the cluster description, automatic start policy, and suspension policy.

4. Adjust the parameters as needed and click Save.
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& SuperSQLengne mmm mmm W

Basic configuration Cluster monitoring Alarm canfig

Basic info Configuration info

Engine name ol Resource D DataEngine-p3d2xfq1IL
gre N EECD e gne-p o Engine type Presto  Kernel version SuperSQL-P 1.0 Engine Size 16 CU

Description 4 Cluster count 1

Region Hong Kong/Macao/TaiWan (China Region)-Hong Kong

Engine Stetus ~ Starting 0 Auto-scaling Yes  Elastic cluster count 4  Max task concurrency of a cluster 20

Biling mode  Pay-as-you-go Task queue-up time limit 0 minute(s)

Tag Notag £ ‘ T
Auto-start Yes  Auto-suspension No  Timing policy

Tag Documentation [4

|P range of cluster  10.2565.252.0/22

Network configuration

Suspension policy: Configure the suspension method of a pay-as-you-go data engine. Automatic suspension and
scheduled suspension are supported. A suspended pay-as-you-go data engine will not incur fees.

Auto-suspension: The data engine will be automatically switched to the Suspended status after it has been idle for
15 minutes.

Timing policy: You can configure scheduled start and suspension policies by week. The system will start or suspend
clusters regularly as configured.

Suspension after task end: After the specified time elapses, if a task is running, the system will automatically suspend
the data engine within five minutes after the task ends.

Suspension after task pause: After the specified time elapses, if a task is running, the system will pause the task and

suspend the data engine immediately.

Enable suspension policy management

It supports the configuration of start & suspend policies for the exclusive data engine of billing by volume, which
facilitates management and cost control.

Note :

If the pay-as-you-go data engine is not suspended, charges will be generated. If the data engine is not needed,
suspend it in time.

Startup policy: Supports automatic start, manual start, and scheduled start of the data engine.

Automatic start: After the configuration, if the data engine is in the suspended state and a task is submitted to the data

engine, the data engine will automatically start.
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Manual start: After the configuration, if the data engine is in the suspended state, you need to manually start the data
engine before processing data tasks.
Periodic startup: You can configure a weekly periodic startup policy. The system periodically starts the cluster based

on the configuration rules.

Timing policy 0
Scheduled start Mon 09:00 0
Scheduled Mon 20:00 0
suspension

Suspension option IEEGSIEEREE] Suspend after task pause

The suspension rules that can be set after the scheduled suspension feature is enabled. "Suspension after task end" means that resources will be suspended 5 minutes afte
last task is ended. "Suspension after task pause" means that resources will be suspended at the specified suspension time, with ongoing tasks paused by the system.

Suspension policy: Supports the suspension mode of the data engine for charging by volume, including automatic
suspension and scheduled suspension. Pay-as-you-go data engines do not incur any costs when suspended.
Automatic suspension: After the configuration, the data engine automatically switches to the suspended state 10

minutes after there is no task, and the triggering time can be configured.

Auto-suspension O

If this option is enabled, the data engine is automatically suspended after the set trigger time of no task; otherwise, the engine must be manually susper

Auto-trigger time 10 min

Valid range: 1-999 min, which will affect the time waiting for suspending the data engine.

Periodic policy - You can configure weekly periodic start and suspension policies. The system starts and suspends the
cluster periodically based on the configuration rules.

Suspend after Completion: If a task is being executed by the data engine within the specified time, the data engine
automatically suspends the task within 5 minutes after the task is completed.

Suspend after Automatic pause: If a task is being executed on the data engine within the specified time, the system

suspends the task and immediately suspends the data engine.
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Manually suspending/starting a private engine

Note:

Monthly subscribed resources are resident and cannot be suspended.

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Find the target private engine, click More, and select Start or Suspend in the drop-down list.

Bill query 2 Renewal management [4 Q

. . . Kernel version - ) .
Engine Name/ID Engine type Engine Status @ Billing mode Auto-renewal Start and stop policy Operation

Monitor Spec configuration

n B SparkSQL Suspend () SuperSQL-S 1.0 Pay-as-you-go - Auto-start, Manual suspensi Parameter Configuration
More ¥
Start
Monthly subscription
10 mm Manual start, Manual
4 SparkSQL Running SuperSQL-S 3.5 No ane §a  vanea
| ) suspension
Expire Terminate

Terminating a private engine

You can terminate a data engine that is no longer needed. A monthly subscribed data engine will be returned
automatically after termination. For more information, see Refund.

Note:

Note that a pay-as-you-go data engine cannot be recovered once terminated. Proceed with caution.

1. Log in to the Data Lake Compute console and select the service region. You need to have the Tencent Cloud admin
permission.

2. Click Data engine on the left sidebar to enter the data engine management page.

3. Find the target private engine (only suspended clusters can be terminated), click More, and select Terminate in
the drop-down list.

4. Confirm the termination.
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Bill query 2 Renewal management [4

Engine Name/ID Engine type
n . SparksaL

ENE 'EE
. SparkSQL

Cluster running logs

. Kernel version . .
Engine Status @ Billing mode Auto-renewal Start and stop policy

Suspend () SuperSQL-S 1.0 Pay-as-you-go - Auto-start, Manual suspensi

Monthly subscription
Running SuperSQL-S 35 No
Expire

Manual start, Manual
suspension

Operation

Monitor Spec configuration
Parameter Configuration

More ¥

Start

Terminate

Data Lake Compute provides running logs within 14 days for private engines to help you stay informed of the start,

suspension, and scaling of clusters. Cluster logs mainly include the following content:

Start time: The time when the cluster starts working.

Suspension time: The time when the cluster stops working.

Scale-out record: The time of the cluster scale-out and the number of added clusters.

Scale-in record: The time of the cluster scale-in and the number of removed clusters.

Startup and stop logs Kernel version management

Log info
Time Action
Il = =i Cluster scali...

Cluster susp...

H 1 Scaling out ...

Il = B Scaling out ...

Total items: 4

Details

Before expansion: number of clusters is 1, cluster size is 16CU, after expansion: number of clusters is 0, cluster size is 16CU
Cluster suspended
Before expansion: number of clusters is 0, cluster size is 16CU, after expansion: number of clusters is 1, cluster size is 16CU

Before expansion: number of clusters is 0, cluster size is 16CU, after expansion: number of clusters is 1, cluster size is 16CU

10 v /page
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Engine-Level Parameter Settings

Note:

Currently, only the SparkSQL Engine and Spark Job Engine are supported for engine configuration.

Spark parameters are used to configure and optimize the settings of Apache Spark applications. In a self-built Spark
environment, these parameters can be set via command-line options, configuration files, or programmatically. In DLC,
you can specify Spark parameters within the SQL and code of the SparkSQL Engine and Spark Job Engine, or you

can directly set engine-level parameters. The engine-level Spark parameter configuration is as follows.

Setting Engine-Level Parameters

1. Enter the SupersSQL Engine module, click Parameter Configuration, and the engine parameter side window will

appear.

Overview

Bill quet Renewal management
Data Explore 4 1]

Data Scheduling

oli
0]
Data
Management % Fiouration
[ | | [ | I
e mEE | N | " 1B | N B | IR s
Data Job 0 More ¥
Task History
| | Wlljuration
: | [ | | |
Insight [} ] ] ] ] | B BN DEEaton
Management L. 5 TR off m
Monitor Spec configuration
SuperSQL Engine - Spark job Running Spark 3.5 Pay-as-you-go - Vanua - Man! (parameter Configuration
(i} suspension
More ¥
Standard
Engine
Manitar tn 1]
Engine Network B B E . - LB |
- L omm_ .. . e
Configuration b LR u - s O

2. Under the Spark Job Engine, you can configure the default resource specifications and parameters for jobs. In the

SparkSQL Engine, there's no need to adjust the default resource specifications for jobs.
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Configuration change

Default job
resource spec

Executor small(1CU) v

resource
Select desired resources. 1 CU is approximately equivalent to 1-core CPU and 4 GB memory.

Executor count * Dynamic Q) Fixed
T+

Resources to be used by each executor are those set in the above field

Driver resource * small(1CU) v

Select desired resources. 1 CU is approximately equivalent to 1-core CPU and 4 GB memaory.

Total resource 2CU
size
Parameter
@
Configuration
+ Add

Using Engine-Level Parameters

Spark Job Engine Using Engine-Level Parameters

There are two entry points for submitting jobs in the Spark Job Engine: Data Job and Data Exploration. Both support
the use of engine-level parameters.
When you create a data job, the engine-level parameters and resource configurations are inherited by default. You can

override the engine-level parameters using job parameters (--config) and choose whether to inherit the engine-level
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resource configurations. If the default configuration is selected, the engine-level resource configuration will be used.

Create job X
lJob parameter
(--config)
-config info, the parameter info started with "spark.", one entry per line.
CAM role arn * v C)
It determines the data access scope of a Spark job. For configurations, see Configure CAM role arn [2
Spark image v

Built-in dependency packages vary by image. For more details, see Spark dependency package notes [2

Network configuration »
Dependencies »
Resource configuration «

[o Default configuration (i) Custom configuration
Executor small(1CU)

resource

Executor count 1

Driver resource small(1CU)

When you use the Spark Job Engine to run SQL in Data Exploration, the engine-level parameters and resource
configurations are inherited by default. You can override the engine-level parameters using the set command within

the SQL, and choose whether to inherit the engine-level resource configurations.
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[H Data engine Refresh
stevensli_notebook SuperSQL-Spark ¥

The engine supportsSuperSQL Syntaxquery, Viewing Syntax Description [2.

@ Engine (kernel version) Different kernel versions support different SQL
syntax rules. For details, see Kernel Versions.

v
@ Create engine
Resource configuration
Default configuration (i) o Custom configuration
Executor resource * small(1CU) v

Select desired resources. 1 CU is approximately equivalent
to 1vCore and 4 GB memory.

Executor count Dynamic () Fixed
1 +
Driver resource * small(1CU) v

Select desired resources. 1 CU is approximately equivalent
to 1vCore and 4 GB memory.

Total resource size 2CU

SparkSQL Engine Using Engine-Level Parameters

The SparkSQL Engine does not have engine-level resource parameters, so tasks will use as much of the cluster's
resources as possible. Currently, SQL needs to be submitted using the SparkSQL Engine within Data Exploration.
When you run SQL in Data Exploration with the SparkSQL Engine, engine-level parameters are inherited by default.

You can override these parameters using the set command within the SQL.
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Disaster Recovery Cluster

Last updated : 2024-07-31 17:47:09

To ensure the stable operation of the compute engine under extreme scenarios, DLC provides an efficient and agile
disaster recovery cluster capability. When you need a disaster recovery cluster, you can quickly switch to it to ensure
normal service operation. The disaster recovery cluster is only charged during operation, for more details, please see

Cost Description.

Operation step

1. Enter the DLC Console, click Data Engine to access the Data Engine Page.

2. Click on the Data Engine Resource Name to enter the Data Engine Detail Page.

Data Lake Compute SuperSQL engine © Hong Kong ~ SuperSQL engine guide [
Overview
@ Data Lake Compute offers both public and private data engines. A public data engine is managed by Data Lake Compute and billed by scanned data volume, with no operation or permission X
Data Explore required; a private data engine can be billed on a pay-as-you-go basis or subscribed monthly. For more billing info, see Billing Overview [4. A pay-as-you-go data engine can be configured with
the auto-suspension or scheduled suspension policy, with no fees charged on it after ion. For ions and notes, see ing Private Data Engines [2.

Data Scheduling

Data Bill query [ Renewal management [2 Qo
Management

Kernel version

Data Job Engine Name/ID Engine type Engine Status ® Billing mode Auto-renewal Start and stop policy Operation
Task History
Monitor Spec configuration
: document_testIf; i i
Insight = SparkSQL Suspend @ SuperSQL-S 1.0 Pay-as-you-go - Auto-start, Manual suspensi Farameter Configuration
Management ] More v
- Monitor Spec configuration
Monthly subscription
Ed SuperSQL Engine mu m SparksaL Running SuperSQL-S 3.5 No Manual start, Manual Parameter Configuration
n a . suspension
Expire More ¥

3. Click Enable Disaster Recovery Cluster and wait for the disaster recovery cluster to initialize.
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Basic configuration Cluster monitoring Alarm configuration

Basic info Configuration info Set start and stop policy Change spec configuration

Engine name document_testIf; Resource ID - DataEngine-44ncfc7nlf
fanenar - o eeouree 9 o Engine type  SparkSQL ~ Kernel version SuperSQL-S1.0  Engine Size 16 CU  Cluster count 1

Description Va
Auto-scaling Yes Elastic cluster count 1 Max task concurrency of a cluster 5§

Region Hong Kong/Macao/TaiWan (China Region)-Hong Kong

Engine Status  Suspend (D Task queue-up time limit 0 minute(s)

Billing mode Pay-as-you-go Auto-start Yes  Auto-suspension No  Timing policy

Tag No ta
97 P range of cluster 10.255.0.0/16
Tag Documentation [2

Network configuration

Failover cluster

Not enabled Enable now

4. After the disaster recovery cluster is enabled, in the disaster recovery cluster information, click Switch to Disaster
Recovery Cluster to adjust the running cluster to the disaster recovery cluster. Subsequently, jobs directed to this
data engine will be submitted to the disaster recovery cluster. The disaster recovery cluster serves as a transition

during extreme failures of the data engine.

Failover cluster Failover cluster configuration

Backup cluster name  document_test_backly  Backup resource ID - DataEngine-cof240j5 If Engine type SparkSQL  Kernel version SuperSQL-S1.0  Engine Size 16CU  Cluster count 1

Engine Status  Starting ()] Switch to failover cluster Auto-scaling Yes  Elastic cluster count 1  Max task concurrency of a cluster §

Bilingmode  Pay-as-you-go
y-as-youg Task queue-up time limit 0 minute(s)

Auto-start Yes  Auto-suspension No  Timing policy

5. Once the extreme failure is resolved, in the basic information of the data engine, click Switch to Primary Cluster,
and the disaster recovery cluster will be suspended. Subsequently, jobs directed to this data engine will be submitted

to the primary cluster.
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Basic info

Engine name document_testlp  Resource |D  DataEngine-44ncfe7nlf

Description P

Region Hong Kong/Macao/TaiWan (China Region)-Hong Kong

Engine Status ~ Suspend C) Switch to primary cluster

Billing mode Pay-as-you-go

Tag No tag /&

Tag Documentation [4

Disaster Recovery Cluster Specifications

The disaster recovery cluster always tries to match the specifications of the data engine itself to ensure that the
original tasks can transition and run normally. When AS is enabled on the data engine itself, the AS rules of the
disaster recovery cluster will be consistent with the data engine. At the same time, to save costs, the disaster recovery
cluster always operates on a pay-as-you-go basis.

Note on Fees

There is no charge for enabling the disaster recovery cluster. When switching to the disaster recovery cluster and it is
running, charges will be applied according to the pay-as-you-go rates for the same specifications as the data engine.
Example:

1. When the data engine itself is a 16 CU SparkSQL engine with an annual and monthly subscription. After enabling
the disaster recovery cluster, it becomes a 16 CU SparkSQL engine on a pay-as-you-go basis, and there is no charge
while the disaster recovery cluster is suspended. When users switch to the disaster recovery cluster and it is running,
additional charges for the disaster recovery cluster's use of CU duration will apply. For specific fees, please refer to
Billing Overview.

2. When the data engine itself is a 16 CU SparkSQL engine on a pay-as-you-go basis. After enabling the disaster
recovery cluster, it remains a 16 CU SparkSQL engine on a pay-as-you-go basis, and there is no charge while the
disaster recovery cluster is suspended. When users switch to the disaster recovery cluster and it is running, with the

primary cluster suspended, only the fees for the disaster recovery cluster's use of CU duration will be charged.
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Engine Kernel Version

Last updated : 2024-07-31 17:47:29

DLC provides different kernel versions optimized for various use cases, with numerous features and performance
enhancements. The available kernel versions are listed below.

If your scenario primarily involves interactive queries, it is recommended to use the Presto engine and SparkSQL
engine with the latest kernel versions.

If your scenario primarily involves batch jobs, it is recommended to use the Spark job engine with the Spark 3.2 kernel

version.
Engine Kernel
g ) Description
Type Version

SuperSQL Based on the native Presto 0.242 version, this implementation supports dynamic
Presto p 1p0 data source loading, enhanced Dynamic Filter, Iceberg V2 tables, INSERT
' OVERWRITE for non-partitioned tables, and execution of Hive UDFs.

SuperSQL- Based on the native Spark 3.2 version, this implementation supports lceberg

S1.0 1.1.0, Hudi 0.12.0, and Adaptive Shufle Manager.

Based on the native Spark3.5 version, this implementation supports Iceberg
SparksSQL S saL 1.5.0 and Adaptive Shuffle Manager.

Su;:r ) The current beta version is backward compatible with various SQL and data
governance tasks of SuperSQL-S 1.0, providing a performance improvement of
more than 33% over the S1.0 version.

Based on the native Spark3.5 version, this implementation supports Iceberg
1.5.0, Python3 and Adaptive Shuffle Manager.

Spark 3.5 The current beta version is backward compatible with various SQL, jar, pyspark
and data governance tasks of Spark 3.2, with a performance improvement of
more than 33% over Spark 3.2.

SparkBatch

Spark 3.2 Based on the original Spark3.2 version, this implementation supports Iceberg
1.1.0, Hudi 0.12.0, Python3, and Adaptive Shuffle Manager.

Spark 2.4 Based on the native Spark2.4 version, this implementation supports Iceberg

0.13.1, Python2, and Python3.
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Engine Network Configuration

Last updated : 2024-07-31 17:47:50

DLC supports configuring the network (VPC) for the data engine, facilitating the management of data engine access to

different data source networks.

Network Configuration Type

Based on different business scenarios, Data Lake Computing offers two types of network configurations.

Enhanced Network Configuration: Suitable for situations requiring high-speed, stable access to data within a single
VPC.

Caution

Data engines of non-Spark job types can only be bound to one Enhanced Network Configuration.

Cross-origin Network Configuration: Suitable for cross-origin federated data queries requiring access to multiple

VPCs. A data engine can be bound to multiple Cross-origin Network Configurations.

Network Configuration Status

Initial: The network configuration is being initialized, and the network is not yet effective.
Success: The network configuration is effective for the bound engine.

Failure: Network configuration failed, it can be deleted and reconfigured.

Network Configuration Security Policies

If you have configured a Security Group Policy for the VPC, inbound rules need to be added for different types of

network configurations.

Enhanced Network: In the Security Group, add inbound rules for the IP range of the VPC where the data source is
located.

Cross-origin Network: In the Security Group, add inbound rules for the IP range where the network configuration's

bound engine is located.

Create Network Configuration

1.log in to DLC console, select the service region.
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2. Access Engine Management> Engine Network Configuration through the left navigation menu.

3. Click the Create Network Configuration button to enter the creation page.

Create network configuration X

The enhanced type is suitable for the scenario where a fast and stable VPC is required for data access. Only a set of enhanced
network configuration can be bound to a data engine.

The cross-source type is suitable for cross-source federated data query across several VPCs. A data engine can be bound with
several sets of cross-source network configurations.

Network configuration type * Enhanced Cross-source

Configuration name *

Instance source ‘ Data Lake Compute-hosted catalog New network configuration

Catalog * v

Data source VPC v ¥ () 0IPsin total, 0 available

The data engine network will connect all subnets in the VPC. If existing networks do not meet your needs, you
can create a VPC [Z in the console.

Bound data engines *

Configuration description

Configure parameters as follows:

Configuration Required Filling Instructions

Select based on use case:

Network Enhanced Network Configuration: Suitable for scenarios requiring high-speed,
Configuration Yes stable access to data within a single VPC
Type Cross-origin Network Configuration: Suitable for scenarios involving cross-

origin federated query analysis requiring access to data across multiple VPCs

(ND(;:fsuranon Yes Supports Chinese, English, and _, with a maximum of 35 characters
Supports two sources:
DLC data directory: You can select the data directory that has been created
under DLC's Data Management

Instance Yes New Network Configuration: Choose a new data source to create a network

Source connection. Currently, supported data sources include MySQL, Kafka, EMR
HDFS (COS, HDFS, Chdfs), PostgreSQL, SQLServer, and ClickHouse. If the
data source required for the network configuration is not yet supported, select
Other and manually specify the VPC

Data directory Yes Based on the selected instance source, choose the corresponding data

directory. The range of available data directories will be related to your account
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permissions
Bind data Yes Select the data engine associated with this network configuration. If the data
engine engine is in an isolated or initializing status, it cannot be selected
Configuration
9 } No No more than 100 characters
description

4. Fill out and save to create a network configuration.
Caution

After creation, the network will be in an initialization state, and its status can be viewed in the list afterward.

Delete network configuration

You can manage and delete network configurations that are no longer needed or have failed to configure by deleting
them. The steps are as follows:

1. DLC Console, select the service region.

2. Access Engine Management> Engine Network Configuration through the left navigation menu.

3. Find the network configuration you wish to delete. You can filter search results, but be sure to select the correct
Network Configuration Type.

4. Click the Delete button. After a secondary confirmation, the deletion will be complete.

Caution

After deletion, the data engine will not be able to use this network configuration. If access is required, it must be

reconfigured. Please proceed with caution.

Modifying description information

You can modify the description of an existing network configuration by following these steps:

1. DLC Console, select the service region.

2. Access Engine Management> Engine Network Configuration through the left navigation menu.

3. Find the network configuration you wish to delete. You can filter search results, but be sure to select the correct
Network Configuration Type.

4. Click the Modify description information button to edit and modify.
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Associating Tag with Private Engine Resource

Last updated : 2025-01-03 15:27:27

Overview

A tag is used to categorize and manage resources. It consists of a tag key and a tag value. A tag key can correspond
to multiple values. You can create tags and bind them to cloud resources for easier management. Data Lake Compute
supports binding tags to private engines in the console or on the purchase page, thereby enabling multidimensional

category management and bill breakdown for private engine resources.

Creating a Tag and Binding a Resource

Create a tag and bind it to a private engine for resource categorization and unified management.

Directions

1. Log in to the Tag console to create a tag as instructed in Creating Tags and Binding Resources.

2. Log in to the Data Lake Compute console.

3. Click SuperSQL Engine on the left sidebar to enter the Data engine list page.

4. Click a resource name to enter the resource details page. Click Edit to pop up the tag edit window and select a tag

for binding.

Edit tag

If existing tags do not meet your needs, you can Labels [2
Up to 50 tags can be operated

Tag Key v Tag Value

+Add () Paste

5. Click Confirm to bind the tag to the private engine. You can click Edit again to unbind or modify the tag.
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Basic info Configuration info

Engine name  at_data_engine_prestol;  Resource |D - DataEngine-p3d2xfq1If
g -cata_enginep o o gne-p 9’ Enginetype Presto  Kernel version SuperSQL-P1.0  Engine Size 16 CU

Description autotest_presto_engine #° Cluster count 1

Region Hong Kong/Macao/TaiWan (China Region)-Hong Kong

Engine Status ~ Starting o Auto-scaling Yes  Elastic clustercount 4  Max task concurrency of a cluster 20

Billing mode Pay-as-you-go Task queue-up time limit - 0 minute(s)

fest123 & Auto-start Yes  Auto-suspension No  Timing policy

Tag Documentation [2

|P range of cluster 10.255.252.0/22

Network configuration -

Binding a Tag on the Purchase Page

You can bind a tag when purchasing a private engine resource in both monthly subscription and pay-as-you-go billing

modes.

| Info configuration

Resource name

It can contain up to 100 Chinese characters, letters, digits, hyphens (-) and underscores (_) only. A duplicate name is not allowed.

Description
Optional, up to 250 characters.
Tag
v Delete
+ Add
(® Paste
OK Cancel
Tags are used to categorize resources. To learn more, see Tag Documentation [
Terms of agreement | have read and agree to the Service Level Agreement for Data Lake Compute EZ andRefund Policy &2
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Filtering Resources by Tag

Data Lake Compute

You can filter resources by tag on the SuperSQL Engine page in the Data Lake Compute console.

Directions

1. Log in to the Data Lake Compute console and select SuperSQL Engine.

2. Select a tag in the tag search box. You can filter resources by tag key or tag key-value.

Bil query [2  Renewal management [4 Tag:

Kernel test \ 123 Yy X
Engine Name/ID Engine type Engine Status policy Cluster descripti Operation
+Add () Paste
Monitor Presto Ul
Spec configuration
. n Presto Suspend )  Super§ Cancel fo-suspension  Private engine  parameter Gonfiguration
T
More ¥
Bill query [ Renewal management [& Tag - tag key only"
_ _ _ Kernel version v X _ B _
Engine Name/ID Engine type Engine Status @ Start and stop policy Cluster descripti Operation
+ Add
Monitor Presto Ul
Spec configuration
inm . Presto Suspend () SuperSQL-P 1.0 Cancel Auto-start, Auto-suspension Private engine

3. Click the search icon to get the list of engines with that tag.

Parameter Configuration

More ¥

Bill query 2 Renewal management [2 I ‘ Tag - tag key only: test 0] (x]
Kernel version
Engine Name/ID Engine type Engine Status @ Billing mode Auto-renewal Start and stop policy Cluster description Operation
Monitor

at_data_engine_presto[f _ . . .

F Presto Starting @ SuperSQL-P 1.0 Pay-as-you-go Auto-start, Manual suspension  Private engine

C More ¥
Total items: 1 10 v /page 1 /1 page
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Allocating Costs by Tag

You can bind tags in the organization or business dimension for cost allocation by department, project team, region,

etc.

Directions

1. Log in to the Tag console and create a tag.

2. Bind the tag to an engine resource in the tag console, on the SuperSQL Engine page in the Data Lake Compute
console, or on the purchase page.

3. Go to the Billing Center to set a cost allocation tag. For more information, see Cost Allocation Tags.

4. Go to the Bill Overview page, select the aggregation by tag tab, and view the column chart and list of resources

aggregated by tag key.
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Engine Local Cache

Last updated : 2024-07-31 17:48:05

To ensure stable operation of Spark engine query analysis when network bandwidth is limited (e.g. during storage
system throttling), the DLC Spark engine provides a local cache capability. When you need to cache table data, you

can quickly enable caching by adding engine configuration.

Directions

1. Create a Spark Engine: For details, see Purchase Exclusive Data Engine.
2. Add Cache Configuration: Go to the DLC Console > Data Engine. Select the engine created in Step 1, click
Parameter Configuration, and add the configuration items from Cache Configuration ltem Explanation.

Spark SQL Engine Configuration:

RERE

O E3EEsyREEEEERE:

EEONNG

SHEE
1 spark.hadoop.fs.cosn.impl alluxio.hadoop.ShimFileSystem -

+i0

Note:

After the configuration is added, the engine cluster will restart. It is recommended to enable the cache when no tasks
are running to avoid affecting ongoing tasks.

3. To use the engine cache, go to Data Exploration, write the query SQL in the SQL interface, select the engine with
the cache enabled, and execute the SQL. Once executed, the engine will cache the DLC external table data locally.
When the SQL is executed again, the data will be fetched from the local cache, improving query efficiency.

Spark SQL Engine Query:
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® B S @ ¢« > I E e v 1510

1 select testl.id,testl.name,test2.age from DatalakeCatalog.test_cry.h_testl testl
2 left join DatalLakeCatalog.test_cry.h_test2 test2 on testl.id = test2.id

EOER St IBfTHE TEHE

TaskID SQLifE SHER MHEN 2
SR 10.69s S

Spark Batch Engine Query:

® B S @ ¢ > I = 3park 3.2)
1 set spark.hadoop.fs.cosn.impl=alluxio.hadoop.ShimFileSystem;
2 select testl.id,testl.name,test2.age from DatalLakeCatalog.test_cry.h_testl testl
3 left join DatalLakeCatalog.test_cry.h_test2 test2 on testl.id = test2.id
4
5
6

ERER THFEE
TaskID: fdd1f66b-10f6-402a-b5a2-8e7af8c618c0 I
REBEREHE

ExecuteSQL: select test1.id,test1.name, test2.c

st_cry.h_test1 test1 left join DataLakeCa

og.test_cry.h_test2 test2 on test1.id = test2.id I
2023-11-28 15:05:27  HEIESRKE: avallable.. EEE
2023-11-28 15:05:27  HEMESIEIAY, ~EEEETE

2023-11-28 15:05:29  ABIEITER

Task ID saL FraRdIE EFHE © B> 1B{E
1 fdd1f66b-106-402a-b5a2-8e7af8ch1... Ify select test1.id test1.name, test2.age from ... 2023-11-28 15:05:04 20.00s TR BEER

Cache Description

Cache Configuration Items Description

Configuration ltems Configuration Values Configuration ltems Description
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spark.hadoop.fs.cosn.impl alluxio.hadoop.ShimFileSystem Fixed value; the configuration value is the
cache implementation class. Configure this
value to enable the cache feature. If the
cache feature is enabled, configuring a value
other than this will result in the engine not
being able to access COS data. Please
follow the instructions carefully.
If you need to disable the cache after
enabling it, please delete this configuration
item.

Cache Usage Instructions

1. Engine Type Description
SparkSQL Engine: When the engine restarts, the cached data becomes invalid because it is a local cache.
SparkBatch Engine: The SparkBatch engine runs tasks at the session level. Once the task execution is complete,
the cached data becomes invalid.
2. Table Type Description

Currently, only DLC external tables are cached.
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Custom Task Scheduling Pool

Last updated : 2024-07-31 17:48:18

Application scenario

Applicable Engine: Spark SQL Engine.

When you submit multiple tasks to the engine, for example, submitting multiple SQL tasks to the Spark SQL cluster
simultaneously, the tasks submitted by the business may have dependencies, so the engine will default to scheduling
these tasks in a FIFO manner when scheduling and executing.

However, in some special cases, you may need to define the priorities of certain tasks yourself, for example in the
following scenario:

The submitted task has a high priority and needs to be executed with the highest priority, not wanting it to queue for
cluster resources.

The submitted task has a low priority, hoping that it will not preempt resources from other tasks as much as possible.

It will be executed when resources are available, and it will queue when resources are not.

Customize Scheduling Rules

In the Spark SQL Engine, each executed SQL task Job is split into a collection of multiple tasks, TaskSet, and our
scheduling is based on TaskSet. Whenever the cluster has idle resources, it takes a Task from all Job's TaskSet
according to the scheduling algorithm for dispatch execution.

Our scheduling algorithm is to define multiple scheduling pools, placing Job/TaskSet in the corresponding scheduling

pool, and obtaining the Task that needs to be dispatched for execution according to the scheduling pool.

Scheduling Pool and Its Attributes

You can define multiple scheduling pools, each with four attributes:

name: The name of the scheduling pool, which you can name yourself. It can be named default, indicating the default
scheduling pool.

schedulingMode: The scheduling rule, supporting two modes: FIFO and FAIR. The scheduling algorithm when there
are multiple TaskSets within a scheduling pool.

FIFO: Tasks are dispatched in the order that TaskSets are submitted.

FAIR: Tasks from multiple TaskSets are dispatched fairly. The specific dispatch rules are related to the minShare and
weight attributes of the scheduling pool.

minShare: The minimum number of cores required, must be greater than 0, that is, the minimum number of Tasks that

can run. During scheduling, priority is given to the number of Tasks running in the scheduling pool reaching minShare.
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weight: The weight. Scheduling pools with a higher weight will have their Tasks prioritized. Weight comparison will

only occur after minShare is met.

The scheduling configuration requires you to write an xml file, in the following formats:

<?xml version="1.0"7?>
<allocations>
<pool name="production">
<schedulingMode>FAIR</schedulingMode>
<weight>1</weight>
<minShare>2</minShare>
</pool>
<pool name="test">
<schedulingMode>FIF0</schedulingMode>
<weight>2</weight>
<minShare>3</minShare>
</pool>
</allocations>

Scheduling Configuration Reference Example

You can refer to the settings for three scheduling pools:

Default Scheduling Pool default:schedulingMode = FIFO, weight = 1, minShare = (Cluster Cores - Driver Cores). This

scheduling pool is the default submission pool for tasks, with ordinary priority. Execution is in sequential order, and it

can utilize all of the cluster's computing resources.

Slow Task Scheduling Pool straggler:schedulingMode = FAIR, weight = 1, minShare = 1. This scheduling pool is

dedicated to slow task submissions, with ordinary priority. Since minShare = 1, it does not preempt resources from

tasks submitted to the default pool. Tasks in the straggler scheduling pool are executed when the cluster has more

available resources.

High Priority Scheduling Pool special:schedulingMode = FIFO, weight = 1000, minShare = (Cluster Cores - Driver

Cores). This scheduling pool is for tasks that need priority execution in special circumstances. However, due to the

presence of minShare, this pool does not monopolize all cluster resources. Tasks in both the default and special pools

continue to be executed, typically dispatching an equal number of Tasks from each pool.

Taking a 16CU cluster (with the driver being 4CU) as an example, the configuration for this reference example is as

follows:

<?xml version="1.0"7?>
<allocations>
<pool name="default">
<schedulingMode>FIF0</schedulingMode>
<weight>1</weight>
<minShare>12</minShare>
</pool>

<pool name="straggler">
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<schedulingMode>FAIR</schedulingMode>
<weight>1</weight>
<minShare>1</minShare>

</pool>

<pool name="special">
<schedulingMode>FIF0O</schedulingMode>
<weight>1000</weight>
<minShare>12</minShare>

</pool>

</allocations>

Operation method

1. After preparing the xmil file for the scheduling pool, place it in a path on cos, for example cosn://bucket-
appid/fairscheduler.xml.

2. Add the following configuration in the engine settings.

Data Lake Compute SuperSQL engine ©) Hong Kong ~ SuperSQL eng

Overview

@ Data Lake Compute offers both public and private data engines. A public data engine is managed by Data Lake Compute and billed by scanned data volume, with no operation or permission
Data Explore required; a private data engine can be billed on a pay-as-you-go basis or subscribed monthly. For more billing info, see Billing Overview [4. A pay-as-you-go data engine can be configured with
the auto-suspension or scheduled suspension policy, with no fees charged on it after suspension. For operations and notes, see Managing Private Data Engines [2.

Data Scheduling

Bill que: Renewal management
Management [ z

Data Job - Rernel version .
Engine Name/ID Engine type Engine Status Billing mode Auto-renewal Start and stop policy Operation
®
Task History
Monitor

i [ M | start, M |
Insight . = o Spark job Starting @ Spark 3.2 Pay-as-you-go - anua S_a anua
Management (5} suspension o

Monitor Presto Ul

[Eal SuperSQL Engine n = B Spec configuration
Presto Suspend ® SuperSQL-P 1.0 Pay-as-you-go - Auto-start, Auto-suspens [parameter Configuration
Standard Engine - Vore ~
ore

Engine Network

Configuration
9 Monitor Spec configurati
BN B E By . .
B Spark job Running Spark 3.2 Pay-as-you-go - Auto-start, Manual suspe Farameter Configuration
B More ¥
Permission
Management . .
Monitor Spec configurati
[ | L) Parameter Configuration
Storage SparkSQL Suspend @ SuperSQL-S 1.0 Pay-as-you-go - Auto-start, Auto-suspens ]
Configuration More ¥
Audit Log
Monthly subscription Monitor Spec configurati
P M | start, M: | 1 i
Monitoring & ‘. - u SparksQL Running SuperSQL-S 3.5 No anual start, Manual Parameter Configuration
Alerting 4 Expire suspension More +

Parameter configuration spark.scheduler.allocation.file, set to the path of your scheduling pool xml file cosn://bucket-

appid/fairscheduler.xml.
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Configuration change

(D If engine parameter configurations are changed, you must restart the cluster to apply the new configurations.

Data encryption @ C)

Parameter Configuration
1 sgark.scheduler.allocation.file CH " H H B B 124723/fa —

+ Add

This operation requires restarting the cluster.
3. When submitting a task, specify the following parameters as task parameters: spark.scheduler.pool = the name of

the scheduling pool to submit to. If it is the default scheduling pool, it does not need to be specified.

® B © & O C N = M- e TR T LI St T T s
; P e T T LR E] Data engine Refresh B
30 AT Ty M in oy e Shared ¥

The engine supportsSuperSQL Syntaxquery.

@ Engine (kernel version) Different kernel versions support different SOL syntax

rules. For details, see Kernel Versions.

@ Create engine

Execution mode = Complete m ¥

“ay irad dvanced settings 4 Configuration description [2 § ,\nicad history
A 1 W TR T BT v P v |=

L ot R

[y Uy Wna 3y 3w Al wome Select configuration. Mare v

Scheduling occurs at the time node when: the cluster has idle resources and there is a task that needs scheduling.
Therefore, if the cluster is already fully occupied by a task, for example, a slow task, it must wait for one Task of that

task to be completed before beginning to schedule other tasks with higher priority. Therefore, it is important to note
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that the time consumption of a single Task of a slow task should be relatively reasonable; otherwise, it might still lead

to long periods of occupying cluster resources.
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Standard Engine
Introduction of the Standard Engine System

Last updated : 2024-09-04 11:12:04

The Standard Engine system is composed of several key components: Engine Network, Gateway, Resource Group,

Endpoint, and Executor. Before using the DLC Standard Engine, you should understand these concepts:

Public network access(DLC JDBC. TencentCloudAPl)

learn more [ Engine network: name |10.265.0.0/16 Delet

User VPC

Public

network

access
_

Concepts

Submission machine

Private connection () 1 Detalls & Gateway Fuming Details Standard engine
—
200 2
Engine netv name |10.255.0.0/16 Delete engine
Private connection ® 0 Create @ Gateway Details Standard engine
> —
None 0
Engine network: name |10.256.0.0/16 Delet
Private comection ) 3 Detals 2] Gateway Detalls Standard engine
S
8o 6

The table below provides a brief introduction to several key concepts within the Standard Engine system. For more

detailed information, you can click the relevant links.

Concept

Engine
Network

Gateway

Standard
Engine

Resource
Group

©2013-2025 Tencent Cloud International Pte. Ltd.

Description

The Engine Network is a managed private connection that deploys the gateway and the
Standard Engine within a logically isolated network environment. Users can customize the IP
address range and subnet of the Engine Network according to their business needs.

The gateway, implemented based on the Kyuubi big data component, serves as the access point
for the Standard Engine services, providing users with a more efficient and stable task
submission experience.

The Standard Engine is a type of computing resource provided by DLC that helps users quickly
launch compute clusters of a certain scale. It offers comprehensive support for native syntax and
behavior, allowing users familiar with the big data ecosystem to get started more quickly and use
the system with ease.

The Standard Spark Engine supports further on-demand division of engine resources through
the use of resource groups. A resource group is a collection of a portion of the Standard Spark
Engine's computing resources and corresponding configurations. SQL tasks can be submitted to
a designated resource group for execution.
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Through a private connection, users can establish a link between their account's VPC and the
Standard Engine's network, allowing tasks to be submitted via servers within that VPC.

Private Link

After an endpoint is created, any server within the user account's VPC associated with that
endpoint can serve as an executor for task submissions.

Executor

Task Submission Methods

Users can submit tasks in various ways:

1. Through JDBC on the executor, as shown in the diagram.

2. Submit SQL tasks via the Data Exploration page in the DLC console.

3. Submit Spark batch and streaming jobs via the Data Jobs page in the DLC console.
4. Submit tasks through the TencentCloud API.

Quick Purchase and Configuration of the Standard Engine

1. If you are purchasing the Standard Engine for the first time, DLC recommends following the Standard Engine
Configuration Guide in the documentation to quickly set up the Standard Engine.

2. Once the purchase is completed, you can submit tasks via the Data Exploration page or the executor.
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Standard Engine Introduction

Last updated : 2024-09-04 11:13:49

The Standard Engine is a type of computing resource provided by DLC that helps users quickly launch compute
clusters of a certain scale. It offers comprehensive support for native syntax and behavior, enabling users who are

familiar with the big data ecosystem to get started quickly and use it with ease.

Types of Standard Engine

Users can choose different Standard Engine kernels based on their needs to address various use cases. The
Standard Engine is divided into the following types:

Spark: Suitable for stable and efficient offline SQL tasks, as well as native Spark streaming/batch data processing
jobs.

Presto: Suitable for agile and rapid interactive query analysis.

Gateway: The Gateway is a special type of Standard Engine implemented based on native Kyuubi. The Gateway is
used to connect users to the Spark/Presto computing engines and submit tasks, serving as a prerequisite for using
other computing engines.

Note:

Different types of engines do not affect the unit price of engine billing. For detailed pricing information, see the Billing

Overview.

Engine Elasticity

Currently, only the annual subscription Spark Standard Engine supports the configuration of pay-as-you-go for
resource elasticity.

Elastic Cluster 0

Specifications
Elastic resource rate 16 Cu

Elastic cluster specifications indicate that the cluster specifications are dynamically scaled based on the task load as long as they do not exceed the resident cluster specifications, and the billing mod:
pay-as-you-go. For example, if the resident cluster specifications are 256 CUs, the maximum elastic cluster specifications are 256 CUs.

As shown in the diagram, tasks and resource groups will prioritize using the resources from the monthly or annual
subscription. If a user’s submitted task exhausts the resources from this subscription, any subsequent tasks will
automatically use the configured pay-as-you-go elastic resources. In the diagram, after Task 03 depletes the

subscription resources, it continues to use the pay-as-you-go resources.
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1. Pay-as-you-go elastic resources are charged based on the actual computing resources used.

2. If a task or resource group is scheduled to use pay-as-you-go resources, it will continue to use those resources

even if the monthly or annual subscription resources are later freed up. The resource group will only be rescheduled to

use the subscription resources after it has been restarted.

3. A single Spark Standard Engine cannot set elastic resources exceeding the amount of resources in the annual or

monthly subscription. For example, a 128 CU annual or monthly subscription engine can set up to 128 CU of elastic

resources. If you need to configure more elastic resources, contact us through a ticket.

Standard Engine Terminology

Terminology Description

When purchasing a Standard Spark Engine, you can choose the cluster type. The standard
Cluster Type type is 1 CU = 1 core with 4 GB memory, and the memory type is 1 CU = 1 core with 8 GB
memory. Different types have different unit prices. For more details, see the Billing Overview.
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The monthly or annual subscription Spark Engine allows users to configure elastic
specifications. Once the resources from the subscription package are exhausted, the system
will automatically allocate pay-as-you-go resources based on user configuration.

The name of the gateway must be globally unique. It cannot share the same name as any other
gateway or compute engine.

The name of the engine must be globally unique. It cannot share the same name as any other
gateway or compute engine.

The Standard Engine types are categorized into Presto Engine and Spark Engine. The
gateway is also a special type of Standard Engine.

The status of the Standard Engine varies based on the current operation of the cluster. The
statuses include: Starting, Running, Ready, Paused, Pausing, Modifying, Isolated, Isolating,
and Recovering.

Starting: The cluster resources are being initiated. Pay-as-you-go for the engine does not occur
during this time. Clusters in the starting status cannot be selected for data computation tasks.
Running: The cluster is running and can be selected for data computation tasks.

Ready: Similar to the running status, this status indicates that the engine is available for use.
Paused: The cluster is paused and cannot be selected for data computation tasks.

Pausing: The cluster is in the process of switching to the paused status. This transition may
affect any running tasks, and the cluster cannot be selected for data computation during this
time.

Modifying: The cluster is undergoing configuration changes. During this period, it cannot be
selected for data computation tasks.

Isolated: The cluster has been isolated due to account arrears and cannot be selected for data
computation tasks.

Isolating: The cluster is in the process of being isolated due to account arrears. This transition
may affect any running tasks, and the cluster cannot be selected for data computation during
this time.

Recovering: The process of restoring the cluster from an isolated status to a running status
after the account has been recharged and is no longer in arrears. The cluster cannot be
selected for data computation during this process.

The current number of resource groups under the Standard Spark Engine.

The quantity of resources currently used by the engine and the total available resources of the
engine.

The total resource count includes both the persistent resources and the elastic resources.
Used resources include those occupied by the DLC deployment service system.

There may be some delay in the reported data.

Payment types include annual/monthly subscription and pay-as-you-go.
The gateway only supports the annual/monthly subscription model.
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The Standard Spark and Presto engines support both annual/monthly subscription and pay-

as-you-go.
Auto- Indicates whether the monthly or annual subscription engine will automatically renew as it
Renewal approaches expiration.

The total available resources of the engine, measured in CUs.

For monthly or annual subscription engines, the size includes both the engine's persistent

capacity and the elastic capacity billed on a pay-as-you-go basis.

Note:

1. For monthly or annual subscription engines, a one-time payment is required at the time of
Engine Size purchase. The engine's status does not affect billing costs.

2. For pay-as-you-go engines, charges are based on the user's usage:

The Standard Presto Engine incurs charges while running, but not when suspended. Some

costs may be incurred during the engine's startup phase.

The Standard Spark Engine does not incur charges while in a ready status. Costs are only

incurred when tasks are submitted or when a resource group is started and running.
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Standard Engine Kernel Versions

Last updated : 2024-09-04 11:14:22

The kernel versions used by the DLC Standard Engine are described as follows:

Engine Kernel

Type Version
Spark Standard-S
1.0
Standard-P
Presto 10

Description

Standard-S 1.0 is a self-developed engine kernel based on Spark 3.2, compatible
with native Spark syntax and behavior, and suitable for offine SQL tasks. It also
supports Iceberg 1.1.0, Hudi 0.12.0, and Python 3, and includes support for
Adaptive Shuffle Manager.

Standard-P 1.0 is a self-developed engine kernel based on Presto 0.242,
compatible with native Presto syntax and behavior, and suitable for interactive
query analysis. It also supports dynamic data source loading, enhanced Dynamic
Filtering, Iceberg V2 tables, INSERT OVERWRITE for non-partitioned tables, and
the execution of Hive UDFs.

©2013-2025 Tencent Cloud International Pte. Ltd. Page 105 of 224



@ Tencent Cloud Data Lake Compute

Standard Engine Parameter Configuration

Last updated : 2025-03-12 18:03:39

Spark parameters are used to configure and optimize settings for Apache Spark applications.

In a self-built Spark, these parameters can be set through command line options, configuration files, or
programmatically.

In the DLC standard engine, you can set Spark parameters on the engine, which will take effect when users submit
Spark jobs or submit interactive SQL using custom configurations.

Note:

1. The standard engine dimension configuration only takes effect for Spark jobs and Batch SQL tasks.

2. Only after the engine dimension configuration is added will the new tasks take effect.

Setting Standard Spark Engine Parameters

1. Enter the standard engine feature.
2. Select the engine that needs to be configured on the list page.
3. Click Parameter Configuration , and the engine parameter side window pops up.

4. In "Parameter Configuration", click Add , add the target configuration and then click Confirm .

Data Lake Compute Standard engine ® Beijing Finance v

Overview

Overview L k 2 tewsy 2cu Suspend L e 3 Create engine network () U
Data Explore
Data Scheduling
A standard pay-as-you-go Spark engine is charged based on running tasks and resource groups. When no tasks or resource groups are running, no fee is charged.Billing Overview [3
Data
Management

Engine Name/ID Engine type T Engine Status T Engine Network Name/ID T Resource Groups Used ResourcesT Access link Operation

Insight
Management HiveJDBC

servic farley_t271
Epanres Standard Spark eaty T 2 232

DLCJDBC
SuperSQL Engine

@ Standard Engine

Resource Group Dimension Parameters

Parameters of Resource Group for SQL Analysis Only Scenario

Adding Parameters When a Resource Group Is Created

When a resource group is created, select SQL analysis only and add parameters in the Parameter Management at the

bottom.
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Note:

1. Static parameters can only take effect after the resource group restarts, while dynamic parameters do not require a
restart of the resource group to take effect.

2. For details on dynamic parameters and static parameters, see the official website of Spark.

3. The configuration of resource group for SQL analysis only scenario takes effect only when SQL tasks are run using
that resource group.

Create Resource Group

rently may differ from the actual specil
Resource Group Specifications [

Enabling/Disabling Policy ()

When the switch is turned on, the suspended data engine is automatically started aft

receiving a task. When the switch is turned off, you need to manually start the data e

Auto-suspension

rned on, the data engine is automatically suspended if no task r
ured trigger time. When the switch is turned off, you need to manuall
suspend the data engine.

Auto-trigger time - 10 +
Support 10 to 999 minutes, which affects the waiting time for suspending the data en
Concurrent Tasks = 5 Lo

Network configuration

Cross-source network configuration Al eross-source network configurations bound to the data engine will take effect and
need 1o be selected.

bind_DataEngine-adwvak8f_eg_default

Select up to one enhanced network configuration if needed.

Parameter Management
Dynamic Parameters (3 Add

Static Parameters @ Add

Cancel Autamatically Started After Creation

Modifying Resource Group Parameters

1. In Standard Engine List Page , select the engine to be modified and click Enter .

2. On the resource group management page, select a resource group for SQL analysis only scenario and click the
Details button.

Data Lake Compute &  Standard engine / t272_spark

Basic configuration Cluster itori Group Alarm con

* Th

|pay-as-you-go engine is charged based on running resource groups. No fee is charged when the resource groups are suspended. For details, see Billing Overview [
* A resource group is a general term for a group of i and p 9
groups. A resource group can remain resident after it is started to reduce the cold startup time.

Batch Restart Batch Start Batch Suspend Execution status = Select ¥ Rescurce Group Name Q

You can classify resources of the Spark engine into different resource groups as required, and SQL tasks can run in specified resource

Data Job
Resource Group Nam... Resource group status Scenario T Engine Gateway Name/Statu Resource {{ Resource Group Usag...  Creator Operation
Task History
:':_':;:J o Running SOL analysis only ';;L:’pm ﬂif:‘i::ga'w”'kms“‘ fiuqumm U 100010537383 i
3. On the Is page, click Edit in the parameter management panel to add parameters or modify and delete added

parameters. Similarly, static parameters can only take effect after the resource group is restarted, while dynamic
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parameters do not require a restart of the resource group to take effect.

Data Lake Compute & onlysgl bh

Overview

Basic info Edit Enabling/Disabling Policy
Data Explore

£ only_sql Enable
Data Scheduling
1272_spark " Not enabled
Data
Management $QL analysis only 5
Data Job
Network configuration

Task History 1 i

Resource configuration
Insight All cross-source network configurations bound to the data engine will take et

sig
i Custom eonfiguration and do not need to be selected.
Management
small{1CU)

SuperSQL Engine !
Standard Engine smallficu)
Engine Network
Configuration

Parameter Management [

®
Permission

Management @

4. After the modification is completed, click Save. Then you can choose Restart Now, or you can choose Not Restart

and Save Only and then restart the resource group at an appropriate time later to make the configuration take effect.

& Standard Engine

Engine Network
Configuration

Parameter Management

T

The configuration is updated and

Y takes effect after the cluster is
Management restarted.

Permission

Storage To make the changes take effect immediately,
g€ restart the cluster now.

Configuration Alternatively, you can manually restart the 1
3 cluster later to make the changes take effect.

Audit Log

Restart Now Not Restart and Save Only

Manitoring &

Alerting m e
Resource Group Parameters for Al (Machine Learning) Scenario

Note:

1. Currently, only the Spark MLIib-type Al resource groups support adding configurations.

2. Currently, only static configurations can be added, which only take effect on new notebook sessions and do not take
effect on existing sessions.

3. The Al Resource Group feature is a whitelist feature. To ensure that it meets your usage scenarios, please submit
a ticket contact us for assessment and enablement.

4. This resource group only supports Standard Spark engine Standard-S version 1.1.

Adding Parameters When an Al Resource Group Is Created

As shown in the figure below, select the Spark MLIib type when the Al resource group is created, and choose to add

parameters in the Parameter Management panel at the bottom.
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Create Resource Group

Framework Type

Built=in image

Resource configuration

Resource Group Usage Limit »

Configuration Method

Resource Group Specifications

Network configuration

Cross-source network configuration

Enhanced network configuration

ML open-souree framework Python o Spark MLIib

Execute tasks using Pyspark

D Built-in image Custom image

-

Select an image as the default imaglf, so that this image will be used by default during

resource group execution. You cgf also change the images during execution.

= 18 + Cu

1CU is about 1-core CPU and 4 GB of memory.
0 Quick configuration Custom configuration

T 16 U

1CU is about 1-core CPU and 4 GB of memory.
The resource group specification specified currently may differ from the actual specif
For configuration details, see Resource Group Specifications [2

All cross-source network configurations bound to the data engine will take effect and
need te be selected.

bind_DataEngine-adwvak8{_eg_default

Select up to one enhanced network configuration if needed.

Parameter Management

Static Parameters ()

Add

Modifying Al Resource Group Parameters

1. In Standard Engine List Page , select the engine to be modified and click Enter.

2. On the resource group management page, select a Spark MLIib resource group and click Details.

3. On the details page, click Edit in the parameter management panel to add parameters or modify and delete the

added parameters. Note that the modified parameters only take effect on the notebook session pulled after

modification, and do not take effect on the existing sessions.
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Overview Basic info

Data Explore sparkml

Data Scheduling (272 spark
Deta Maching learning
Management

Data Job

Task History Spark MLlib
Insight Built-in image
Management Standard-$ 1.4

SuperSQL Engine
Resource configuration

Standard Engine

. 16CU
Engine Network
Configuration

Custom configuration

- small(1CU)
Permission

Management 1

Storage small(1CU)

Configuration

Audit Log

o Parameter Management
Monitoring & 9

Alerting

Data Exploration Parameters

Note:

Edit

Data Lake Compute

Network configuration

All eross-source network configurations bound to the data engine will take effe
and do not need to be selected.

1. Currently, only the resource group for SQL analysis only scenario supports adding parameters on the Data Explore

page.

2. Note that only dynamic Spark configurations take effect in the subsequent executions against SQL, and static

parameters cannot take effect.

3. The parameter configuration at the data exploration level is of higher priority than that at the engine level and

resource group level.

As shown in the figure below, on the Data Explore page, select the Standard-Spark engine for Data engine, select the

option Select Resource Group for Resource configuration, and click Advanced settings on the page to add

configurations.
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) Database Query O+ @ H e [ ]
Overview
Catalog  DatalakeCatalog - . —
Data Explore ® B & @ 9 C N E
Data Scheduling T1 select 1
Data ' Sl
Management N d
Data Job » j
Task History 4
»
Insight
Management >
-
v el
SuperSQL Engine
-]
Standard Engine
{*] N d
Engine Network , @
Configuration
ol
- Query result
Permission » d
E

H pata engine

sl_service

[ ~

@~

[ pata engine

sl_service

fD Engine (kernel version) Different kernelversion:
For details, se

yntax rules

@ Create engine

\ Advanced settings +

onfiguration

Resource configuration

ﬁ O select Resource Group (D) Custom configuration (i)

default-rg-8ka70u9gef |

Refresh

Standard-Spark ¥

The engine supportsStandard-Spark Syntaxquery, Viewing Syntax Description [4

@ Engine (kernel version) Different kernel versions support different SQL
syntax rules. For details, see Kernel Versions.

@ Create engine

Advanced settings ~

Configuration description [4

1 kyuubi.operation.result.saveToFile.er ¥

+ Select configuration.

More ¥

=+ Manually Enter Configuration

Resource configuration

o Select Resource Group (i)

default-rg-8ka70u9gef

Executor resource

Executor count
Driver resource

Status

Custom configuration (i)

ID: rg-8ka70u9gef Suspend
large(4CU)

2

large(4CU)

Suspend

If no resource group meets
requirements, you can

Create Resource GraupManage Resource Grou
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More ¥

™~

Kernel Version:

Data Lake Compute

~N

Standard-Spark Synta

¥ | B sl_service

Refresh

Standard-Spark |*

Viewing Syntax Description 4

upport differe

it SQL

Configuration description [2

Suspend

RN < iR

As shown in the figure below, you can select a built-in configuration or enter the configuration manually.
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Spark Job Parameters

Note:
1. Modifications to job parameters only take effect in the jobs that are launched subsequently and will not take effect in
the running jobs.

2. The priority of job parameters is higher than that of engine-level parameters.

Adding Parameters When a Job Is Created

Enter Data Job, click Create job, and add parameters in Job parameter.

Create job

Basic info +

Job name »

It can cantain up to 100 characters in Chinese characters, letters, digits, and underscores (_).

Job type s Stream processing SQL job

Data engine * -

The billing mode of the selected data engine prevails. For mora info, see SuperSQL engine E2. For netw
configuration of the data engine, see Network configuration [4.

Program Qcos Upload
package *

Select a COS path
COS permissions are required, and jar/py files are supported
Main class =
Program entry
parameter
Job parameter
(--config)
config info, the parameter info started with “spark.”, ane entry par line.
CAM role arn » Select a CAM Role arr v 0

Editing Parameters of an Existing Job

1. Click Data Job,select an existing job and click Edit.
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Data Lake Compute Data job © Beijing Finance +
Spark job Job configuration Session management
Overview FRTARREE
DataExlre a | m diL
Job name Job 1D Jok Current
Data
Management
test_for_example batch_212411 SQL job spark-sql-executor-1.01.jar 0
Data Job
Task History
stevensli_post_test batch_3dfb43... SQL job spark-sql-executer-1.0.1jar 0
Insight
Management
abobby_py_job batch_8d1fa0... Batch processing lakefs_client_test.py 0

SuperSQL Engine

Task engine %

rickyspark

rickyspark

1272_spark

tonywwang (D)

100006124200 (&)

abobbywang ()

2. On the Edit " page, modify the job parameters and click Save after the modification.

Edit job

Basic info ~

1ame * test_for_example

n contain up to 100 characters in Chi aracters

gits, and un

Job type *

Data engine rickyspark

Standard-Spark ¥

The billing rr a engine prevails. For r ee Standard engjpe [2

2e Network configuration [

configurati

SQL scrip Select Data Lake Compute query file

o Enter SQL

select 1;

spark.network.timeout = 120s
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Job monitoring  Task history Loy

Last 7 days Last 30 daj

Created at % Update time #

2026-01-16 2026-01-16 WMonitorl Et
23:08:02 23:08:02 Running Mo

Monitor Edit

2025-01-09 10:58:17  2025-01-09 10:58:17
Running Mo

Monitor Edit
2024-12-3114:30:37  2024-12-3115:27:21
Running Mo

0~ 1 {1page
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Engine Network Introduction

Last updated : 2025-03-12 18:03:39

Concept

The engine network is built on a Virtual Private Cloud (VPC) and assigns computing engines (such as the standard
Spark engine and the standard Presto engine) with fixed network addresses, for example, 10.255.0.0/16. Each engine
network is provided with a gateway for external access to standard engines within the network. This allows computing
engines to be accessed via JDBC from either a private network (VPC) or a public network.

Note :

If you need to access resources in different VPCs, such as using a DLC engine to access EMR HDFS data, it is
recommended to select an IP range with sufficient available addresses that do not conflict with those used by other

products. You can purchase multiple computing engines under the same engine network and manage them centrally

through the gateway.
Public network access(DLC JDBC. TencentCloudAPI) learn more 2 Engine network: name 10.265.0.0/16 Delets engine
User VPG Private connection () 1 Detals [ Gateway Funing Details Standard engine
—_—
2cu 2
Engine network: name | 10.255.0.0/16 Delete engine
Public .
network Private connection (D 0 Create =] Gatewizy DR BErIaEs
access - " 7l
Submission machine None 0
Engine network: name | 10.265.0.0/16 Delete engine
Private comnection (0 3 Dotalls [ Gateway Details Standard engine
—
8eu 6
Use Limits
Note :

The IP range should be consistent with the VPC IP range settings and created manually. Once created, it cannot be
modified.

1. Use any of the following private IP ranges:10.0.0.0 - 10.255.255.255 (mask range: 12-28)

172.16.0.0 - 172.31.255.255 (mask range: 12-28)

192.168.0.0 - 192.168.255.255 (mask range: 16-28)

2. Make sure that a subnet with sufficient IP addresses is allocated to the engine network to prevent IP address

exhaustion, which could hinder Pod creation in large-scale workloads. If the required scale is uncertain, it is
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recommended to use the default configuration.
3. When federated queries is used, ensure that the engine IP range does not overlap with the data source IP range.
4. Engine network configuration: Custom network settings can be configured during the initial purchase. To make

changes later, submit a ticket to apply for that.

Network Segmentation

Standard engines under each engine network are managed by a gateway. Proper segmentation of engine networks
helps balance the gateway load efficiently and mitigates the risk of single point of failure. We recommend segmenting

networks based on business departments or task types.

Segmentation by Business

We recommend segmenting engine networks based on business departments. For example, each business

department should have at least one engine network.

Segmentation by Task

We recommend segmenting engine networks based on task types. For example, you can create separate engine
networks for different tasks such as Bl analysis, data governance, and data analysis.

Note :

The above engine network segmentation recommendations are provided based on our experience for reference. You
can also adjust the segmentation based on your actual needs, such as creating a dedicated engine network for

handling of large-scale tasks according to the task scale.

Private Network Access

Creating a private link allows you to establish a secure and stable connection between your VPC and the gateway,
enabling access to standard engines. On the Cloud Access Management page, you can create a private link, select
the source VPC and subnet to be accessed, and obtain an access link upon completion. Any machine within the

source VPC can then be connected to standard engines in the engine network.
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Data Lake Compute <« (Cloud Access Management

Overview 0 2 2 ]
Private Link
Used to connect users' VPCs (submission server) to the engine. You can use Hive JDBGC [4 or Presto JDBG [2 X
ik Name veo Acosus Ik
@ Standard Engine tost L e :ﬁ:’:ﬁ:ﬁ ___- - _"“"7 3 : sy ;g Detalls (2 Daleto

En
10~ 1 /1page

Gateway
* The gateway is a gateway service that helps users build connections betwean the local data and the DLC standard engine.

* Threugh the gateway, you can use the console, JDBC, or other methods to submit SQL queries, analyses, and other tasks 1o the standard engine.Learn more 4

* Inth test periad, the gatoway of 2 CUs s fro@ of charge.If you have any questions, submit a ticket,

‘Spec configuration Suspend Menitor (]

defaulteg s

DataEngi i _WO®

Public Network Access

Standard engines in the engine network can also be accessed via the public network. For example, certain Bl tools
deployed on the public network may require a public network connection to the engine.

1. See Private Network Access to create a private link. For example: private network access JBDC link string.
jdbc:hive2://172.22.0.202:10009/?spark.engine={DatakEngineName}; spark.resourcegrou

2. Go to the Cloud Load Balancer console, create a public network access instance, and select Configure listener.

Cloud Load Balancer Instance management ) Singapore 1~ (@ You're using the New version of monitor dashboard.  Switeh to Old version Help of CLB [

Overvies
(@ Tencent Cloud Load Balance provides senvice via domain narmes with dynamic VIPs. The SLA increases from 99.95% to 99.99%. For more details, see Release Notes and Announcements [2

2 Instance List

Moro « Al projects QoL

D/Name & Mon. Statu: Domain VI F Availability zon Network ... T Network nstance h Health status Billing mode T Ope
N Pay-as-you-go -
Primary:
ety ] Narma - e m o g cion Public netwerk  Default-VPG Shared(D) ‘ Creasoni FeB a4, 1=
i Singapore Zone 1 (172.22.0016) 2025 18:01:00
(UTC+08:00)
20~ 1| /1page

3. Go to the Create Listener page, create a listener and select TCP for Listening Protocol. The port should match the
private link port by default: 10009 (for accessing the standard Spark engine) or 10999 (for accessing the standard

Presto engine).
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CreateListener

o Basic configuration

test_tep

Up to 60 characters.__BLANK_

Listening Protocol TCP v

Listener Port 10009

Portrange: 1 - 65535
Balancing method(§) WRR -

WRR scheduling is based on the number of new connections. The real server with higher weight
stands more chances to be polied.
Show advanced options

v

4. Bind the backend service to the created listener. Select the IP type and enter the private link IP address created
earlier, such as 172.22.0.202. Use port 10009 (for accessing the standard Spark engine) or port 10999 (for accessing
the standard Presto engine).

HTTP/HTTPS listener(Confi d0
Cloud Load Balancer istener Conigure

Overview

You've not created any listeners. Create now Click the left node to view details

Instance List

TCP/UDP/TCP SSL/QUIC listener(Configured

Log Management test_top(TCP:10008) /@ Listener detailsExpand «
Idle Instances test_tep(TCP:10009) Backend service bound

ae
Instance List

ID/Name Port health status@ IP address Port Weight Ope...

Target Groups

Bind with backend service

5. Use the public network VIP provided by CLB along with port 10009 or 10999 to access engine resources. This

converts the access link into a public network connection.

jdbc:hive2://{public network VIP}:10009/?spark.engine={DataEngineName}; spark.reso

Accessing the Public Network in the Engine

By default, standard engines do not support public network access. If you need to access the public network, such as

for installing Python packages in the notebook using magic %pip, submit a ticket to apply.
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Gateway Introduction

Last updated : 2025-03-12 18:03:39

The DLC gateway is a Serverless unified access gateway service deeply optimized based on Apache Kyuubi.
Through the gateway, you can achieve stable and secure access to DLC data and standard computing engines based
on Hive JDBC/Presto JDBC/DLC JDBC/TencentCloud API standard interfaces, reducing the complexity of managing
access to large-scale computing engines. For example, you can submit SQL tasks and ETL jobs to specified standard

computing engines through the gateway.

Public network access(DLC JDBC. TencentCloudAPI) learn more [ Engine netw name | 10.255.0.0/16 Delet

User VPG Private connetion () 1 Details [E) Gateway Funning Details Standard engine

e

2cu 2

Engine netv name |10.255.0.0/16 Delete engine
Public

network Private connection ) 0 Create ) Gateway Details Standard engine
access Submission machine T
None 0
Engine network: name | 10.266.0.0/16 Delet
ik = q
Private connection () 3 Detalls ] Gateway Details Standard engine

E—

8eu 6

DLC Gateway

The gateway is a unique service of the DLC standard engine, offering users strengths such as reduced query latency,
security and high availability, and flexible integration:

Reduced query latency: The DLC gateway can significantly reduce the time taken on the query link, and improve
performance of data interactive analysis, especially for small data volumes.

Support for more access methods: The gateway supports Hive JDBC/Presto JDBC connects to the DLC standard
engine, catering to various query scenarios.

Enterprise-level security: Identity authentication and sub-user engine permission control are performed through
CAM authentication parameters (AK/SK).

High availability: The gateway provides higher availability and load balancing and supports scaling out for extremely
high query concurrency.

Architecture
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As shown in the figure below, only one gateway can be created under an engine network. This gateway can
simultaneously manage all standard Spark engines and Presto engines created under the engine network.

By default, a user can only have one engine network and can only create one gateway. If the business scenario is
complex and there are high requirements for concurrency and other performances, or if some more important
businesses require environment isolation, it is recommended that users create multiple engine networks and multiple
gateways to physically isolate different tasks.

Note :

1. Creating multiple engine networks and gateways requires the backend to enable the allowlist. Contact DLC
development personnel to conduct the operations.

2. Different engine networks and gateways are physically isolated and cannot communicate with each other or access

each other's engines.

! . Engine )
| Network 1 i
spark SQL !
. | & gateway Standard
. i ] oJ E Spark
User 1 L e
i Engine i
i Do @ Standard i
. notebook i Spark i
| i
@ : > 0}%’ gateway 3
i Standard i
User 2 | Presto i

Creating an Engine Network and Gateway

When the allowlist is not enabled, users have one engine network by default and cannot create another engine
network, as shown in the figure below. Users do not need to manually create gateways. When users create the first
engine or submit the first task under that engine network, DLC will create a free gateway with specifications of 2 CUs

by default under that engine network.

Data Lake Compute ‘Standard engine ® virginia v

Overview o

Public Network Access (DLC JDBC, Cloud API)Connection Frequency Limit: 20 QPSLearn more

e default-network-0

H ) " [ cateway Details Standard engine Purchase
Veer VPG Private Link © 0 Golo Create

0

Public Network Access . gypmission
Machine

Insight A standard pay-as-you-go Spark engine is charged based on running tasks and resource groups. When no tasks of resource groups are running, no fee is charged.Billing Overview &2 %

After the Iist is enabled, users can create multiple engine networks, as shown below. Users can create an engine
network by clicking Create engine network. The created engine network does not have a gateway initially. Similarly,
when users create the first engine or submit the first task under that engine network, DLC will create a free gateway

with the specifications of 2 CUs by default under that engine network.

©2013-2025 Tencent Cloud International Pte. Ltd. Page 119 of 224



@ Tencent Cloud Data Lake Compute

Users can see which engine network the current engine belongs to through the Engine Network Name/ID column on

the engine list page.

Data Lake Compute Standard engine © Nanjing ~

Overview

Data Explore

Data Scheduling
A standard pay-as-you-go Spark engine is charged based an running tasks and riiource groups. When no tasks of resource groups are running, no fee is charged.Billing Overview [2

Greate resource Bil query Renewal management

Data
Management

Data Job

Task History gine Name/iD Engine type T Engine Status T Engine Network NamefiD T wesource Groups  Used Resources
Insight
Management

z-test

e Standard Spark y e 2 16716 bLCJDBC

SuperSQL Engine

Click the Unfold button on the upper right corner to view the engine network list information as shown in the figure
below. Click the Details button to view the detailed information of the current engine network, including the number of
standard engines under the current engine network, the number of user VPCs connected with the engine network, and
the specifications of the gateway.

To avoid wrong cancellation, the system does not allow users to directly delete the engine network. Only when the
number of standard engines under the current engine network is 0 can users click Delete Engine Network to delete the

engine network.

Data Lake Compute Standard engine € Nanjing v

Overview Create engine network () Hide

0 \

test
Private Link 0 0 Go to Create a "
i . Gateway Runine m & standard engine Purchase
Machine 2 cu 1
Task History
4 rk:sparkLoad

Insight Private Link () 0 Goto Create.
Management ~ P Gatawau Do Prataite e
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Overview
Data Explore
Data Scheduling

Data
Management

Data Job
Task History

Insight
Management

SuperSQL Engine
Standard Engine

Engine Network
Configuration

Permission
Management

Storage
Configuration

Audit Log

Monitoring &
Alerting

e

Cloud Access Management

Gateway

* The gateway is a gateway service that helps users build connections between the local data and the DLC standard engine.

Data Lake Compute

* Through the gateway, you can use the console, JDBC, or other methods to submit SQL queries, analyses, and other tasks to the standard engin

* In the test period, the gateway of 2 CUs is free of charge. If you have any questions, submit a ticket.

Suspend

Spec configuration

default-gateway-37trqgb8x

DataEngine-9sd77nzw
2CU
Running

C Loading...

Monitor C)

Tag Documentation [2

Gateway Specifications

The DLC will automatically create a gateway with the specifications of 2 CUs for each engine network, and this

gateway will not incur any fees. However, the gateway of 2 CUs is only suitable for the testing environment. It is

recommended that users scale out the gateway for the production environment.

The DLC offers various gateway specifications. It is recommended to select the gateway specifications based on the

number of engines to be managed, the maximum query concurrency QPS of the business scenario, and others. See

the following table for details.

Number
Whether Number
of
Gat the M q of
atewa anage
, y. Gateway 9 Managed
Specifications Spark
Supports Presto
Resource ,
HA Engines
Groups
2CU No 50 4
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Number of
Spark
SQL/Presto
SQL
Concurrent
Queries

100

Number of
Concurrent
Spark MLIib
Notebook
Sessions
Created
Transiently/Max
Recommended

10/20

Number of
Concurrent Spark
Batch Tasks
Submitted
Transiently/Numb
of Spark Batch
Tasks Running
Simultaneously

30/50
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16 CU Yes 150 12 200 20/80 80/150
32CU Yes 400 35 600 100/200 220/400
64 CU Yes 700 70 1000 200/300 400/600

Upgrading Specifications

Data Lake Compute (DLC) provides 2 CU specifications for users by default. When the business scenario cannot be
met and it is necessary to upgrade the specifications, purchase is required to obtain them.

Note :

1. Gateway configuration adjustment will lead to interruption and failure of all currently running tasks. Proceed with
caution.

2. The entire change process is expected to take 10 to 15 minutes. If the gateway status does not return to running for
a long time, submit a ticket for resolution.

If users need to upgrade the configuration of the gateway, they can follow the steps below.

1. Click on the left side of the sidebar. Standard engine to enter the engine list page.

2. Click Standard Engine on the left to enter the engine list page. At the top of the page, find the to-be-operated engine

network and click Gateway> Details to enter the engine network details page.

Data Lake Compute Standard engine &) Nanjing ~

\

Private Link (D 0 Go to Create E @ S £
ateway Running Detail: tandard engine Purche

Machine 2 cu 1

sparkLoad
Private Link () 0 Go to Create

ing tasks and resource groups. When no tasks or resource groups are running, no fee is charged.Billing Overview B2 X

Engine Network

3. Scroll down to the bottom of the details page and click the Spec configuration button of the gateway.
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Data Lake Compute & Cloud Access Management

Overview
Data Explore
Data Scheduling f you want to access th

pEIE]
Management

Data Job
Task History
Insight

Management
Gateway

* The gateway is a ggeway service that helps users build connections between the local data and the DLC standard

SuperSQL Engine

* Through the gateyly, you can use the console, JDBC, or other methods to submit SQL queries, analyses, and othe

Standard Engine * In the test periofthe gateway of 2 CUs is free of charge. If you have any questions, submit a ticket.
Engine Network

Configuration | Spec configuration | Suspend Monitor (%)

default-gateway-37trgbh8x

Permission
hMapagement DataEngine-9sd77nzw
Storage

o St 2CU
Configuration

9 Running
Audit Log

No tag £

Monitoring &
’ Tag Documentation [&
Alerting

4. In the pop-up Configuration change page, select the specifications to change to and click Confirm.

FAQs

How to solve the API timeout error when tasks are submitted via JDBC?

First, check the gateway status through the console to see if it is normal and running. If the status of the gateway is
Suspend, you can click the Start button to start the gateway and try again. Enter the engine network details page, go

to the gateway details at the bottom, and click theStart button.
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Gateway

* The gateway is a gateway service that hel sers build connections between the local data and the DLC standard eng

* Through the gateway, you can use the sole, JDBC, or other methods to submit SQL queries, analyses, and other ta:

* In the test period, the gateway of s is free of charge. If you have any questions, submit a ticket.

Spec configuration | Start Monitor (:)

Gateway default-gateway-a7dppz3p
Name

Resource ID DataEngine-00gv3kh1

Spec 2CU
Status Suspend
Tag No tag &/

Tag Documentation [4

How to determine whether the current gateway load is normal?

The DLC provides basic monitoring of the gateway, and the health status of the gateway can be judged through the
monitoring information. Enter the engine network details page, go to the gateway details at the bottom, and click the

Monitor button to enter the gateway monitoring page.

Gateway

¢ The gateway is a gateway service that helps users build connections between the local data and the DLC standar¢
* Through the gateway, you can use the console, JDBC, or other methods to submit SQL queries, analyses, and oth

¢ In the test period, the gateway of 2 CUs is free of charge. If you have any guestions, submit a ticket.

Spec configuration Suspend Monitor f,')

Gateway default-gateway-37trqb8x
Name

Resource ID DataEngine-9sd77nzw

Spec 2CU
Status Running
Tag No tag &/

Tag Documentation [2

As shown in the figure below, you can see the monitoring information of the gateway's CPU, memory, task threads and
other aspects. If the CPU or memory load exceeds 70%, you need to consider whether the gateway load is high and

scale out for the gateway.
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Observability B
e/ & BacktoList | dataengine-00gv3kh1
Platform
Mnitoring
Monitor Overview R
SR 12 hours B (@ Tmegmnuarity 1mn v (3 Disablev --- [ZShowlegends
Instance Group
cpu_usage_rate(%) @ [ SRS cpu_usage_core(Core) (D L SN cpu_usage_seconds(ms) @ [ SR
123 036 22 08
B0 .
Alarm bl
Management
0
3 1542 16:51 1800 18:00 2018 848 10:00 1112 1224 1336 1448 1600 1712 18:24 1936 2 48 10:00 N12 1224 1336 1448 1600 T2 18:24 1996 20
Managed Service 'l dataengine-00gvakn1 Max: 18.10 Min; 0.70 Avg: 1,04 M cataengine-00gv3kn1 Max; 0.36 Min: 0.01 Avg: 0.02 il dataengine-00gy3kn1 Max: 0.36 Min: 0.01 Avg; 0.02

for Prometheus

Meanwhile, users can configure alarms in Tencent Cloud Observability Platform (TCOP). When the CPU utilization
and the memory usage of the gateway exceed certain limits, the alarms can reach customers in the first place,
enabling them to carry out operations such as scale-out of the gateway in advance.

The configuration process is as follows:

1. Enter the TCOP console, select Alarm Configuration, and click Create Policy.

Observability

Alarm configuration Scan QR code to join our community on WeChat or WeCom B8
Platform
Monitor Overview ' Cloud Product Alarm Policy Convergence rule D Trigger Condition Template Notification Template Notification Content Template Scheduling Management
Monitoring
Dashboard Advanced Fiter Qo®ss
Policy Name Manitoring Ty. Policy Type Alarm Rule Project T Associated In... Notificatio. T LastM.. 4 T Alarm On-... Y Operation
+ Cloud Probe Default  TencentCloud  Public Load drop_total_conns > 10count,,  Default Project 1 | ) 100018379117 (@) Copy Delete
Monitor policy-a15a6089  services Balancer About  jn_drop_pkts > 10Count/s, 2025/02/10 Alarm Records
Instance Group dropjusage out_drop_pkts > 10CouNtfs... 11:23:03
+ Terminal monitor
Performance
Monitoring fault Tencent Cloud ckafka- ib_produce_bandwidth_per..  Default Project 3 100018379117 [ @] Copy Delete
Ll policy-auiuslia  services instance-broker  _cansume_bandwidth_per... 202502710 Alarm Records
i disk_usage_percentage > .. 00:17:29
- Alarm )
et cos-amoro- TencentCloud €O Internet Traffic > 5000MB, ..  Default Project 1 00034446136 @D Gopy Delets
optimizer- services 202s/01/22 Alarm Records
1305424723~ 7:27:32

default-alarm

2. Policy: Any policy
Policy Type: datalake/gateway (dim)

Filters (AND): Select the region where the gateway resides and select the gateway that requires alarm enabled.
Multiple filters are allowed.

Trigger Condition: Manually configure the trigger conditions. As shown in the figure below, it It is configured that if
either the CPU load or the memory usage exceeds 70%, an alarm will be triggered. Users can configure other alarm
trigger conditions according to their needs.

3. Click Next step:Configure Alarm Notification.As-shewninthe-figure-betow+-If there is an alarm notification
template, you can reuse the existing template. If there is not, you can create a template and select the users to be

notified after the alarm is triggered or select the WeChat group that the alarms are to be distributed to.
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&> Tencent Cloud

“  Alarm configuration [ CreateAlarm Policy

Cloud Preduct

Monitoring @ contigure aiam >
Policy
Basic Info
Policy Hame Up to 80 characters
Cloud Probe
orRics Remarks It can contain up to 100 characters
+ Terminal
Performance
Monitoring
Configure Alarm Rule
Monitoring

Add Metric

Check whether

Select Template

Gloud Product Monitoring
Type

Policy Type datalake | gatewayldim) v

Tag Tag Key (]
+add () Paste

Filters 7 Guangzhou v

(AND) b

2 selected(dataengine-cm... v +

gger alarms for all fitered above

O Configure manually

Metric Alarm
When meeting  any v of the following metric conditions, the metric will trigger an alarm.

Thresho static
o ©

1d Type

I cpu_usage_rate.. ¥ (statistical p... >
Theosho oy © static
1d Type

i memoryusage.. ¥ (statisticalp.. v >

Enable alarm level feature.

at1consecut.. ¥  then  Alarm once an

v @ 70 %

~® 7 % aticonsecut.. ¥  then Alamonceanh..~ @ T

4. After the notification template is configured, click Complete.

Basic Info

Name

Create Notification Template

Notification - [BJ Alarm Trigger
0]

Template Up to 60 characters

Alarm Recovery

Notification
Period

Type
Notification English ~
Language
Tag Tag Key o
+add (D) Paste
Notifications (Fill in at least one item)
user You can add a user only for receiving messages.Guide for Adding Recipient (4
Notification
Recipient user v 2 Adduser
Object
Notification Mon Tue  [BJ wed Thu Fri sat sun
Cycle

00:00:00 ~ 23:59:59 [0NO]

Email SMS WeChat WeCom Call(Enable Now) 3

Add User Notification

Data Lake Compute

Delete

ap1

D Callbach
AP e @ ARICalback

Enter a URL accessible over public networks as the API callback address (domain name o IP[port]/path), e.g. https://exam

Configy

Pl Callback, CM will send alarm 1o the URL or 0 aroup,View Usage Guids

©2013-2025 Tencent Cloud International Pte. Ltd.

Wiuan WITie Wlwes WITh, Wici Wica Wicun

Page 126 of 224



@ Tencent Cloud Data Lake Compute

Standard Engine Startup and Stop Logs

Last updated : 2025-03-21 12:29:26

The log feature of Standard Engine Startup and Stop Logs records the startup and suspension events of each engine,

making it easy to monitor engine status, troubleshoot, and optimize resource management.

Operation Steps

1. Login to Data Lake Compute (DLC) Console > Resource Management > Standard Engine, choose service region.
2. Startup and stop logs of different operation objects:

Gateway: Unfold the overview, click Details, and view the startup and stop logs of the gateway on the details page.
Presto engine: Select the engine instance you want to view in the engine list, click engine name, and enter the basic
configuration page to view the startup and stop logs of the computing engine.

Spark engine resource group: In the engine list, select the engine instance you want to view, click resource group
management, select the resource group you want to view, and click resource group name to enter the resource

group details page to view the startup and stop logs of the resource group.

Startup and Stop Log List

Note:
Support for Spark engine resource group startup and shutdown logs requires a gateway restart operation after March
20, 2025. Specific operation steps: Click on Engine Network > Gateway > Details on the overview card to enter the

engine network details page, click Suspend, and then click Start.

Field Name Description

Traceld is a unique identifier for a start-stop process. It can associate the
Traceld logs of different actions within the same process, helping users identify
which logs belong to the same operation or request.

Starting an action corresponds to the operation start time, and completing

Time
an action corresponds to the operation completion time.

Action The actions include CLUSTER_SCALE_IN, CLUSTER_SUSPEND,
CLUSTER_SCALE_UP, etc.

Details CU adjustment of objects before and after operation.
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Resource Group
Resource Group Introduction

Last updated : 2025-01-23 17:05:12

The resource group is a secondary queue division of the computing resources within a Standard Spark Engine.
Resource groups belong to a parent Standard Engine, and resource groups under the same engine share resources
with each other. The computing units (CUs) of the DLC Standard Spark Engine can be allocated to multiple resource
groups as needed. You can configure each resource group's minimum and maximum CU limits, start and stop
policies, concurrency, and dynamic/static parameters to efficiently manage resource isolation and workload in
complex scenes such as multi-tenancy and multi-tasking.

For example, you can create separate resource groups within a Standard Spark Engine, such as a Report Resource
Group, a Data Warehouse Resource Group, and a Historical Backfill Resource Group. You can set the upper and
lower limits of computing units (CUs) for each resource group and assign relevant SQL tasks or jobs, such as reports
and data warehouse tasks, to the appropriate resource group, ensuring resource isolation between different types of

tasks and preventing individual large queries from monopolizing resources for extended periods.

Features

Resource Group Isolation

Resource groups enable resource isolation within the Standard Spark Engine. You can assign specific resource
groups to different users or queries, effectively isolating resources and preventing a single user or large query from

monopolizing most of the computing engine's resources.
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Resource Group Elasticity

By configuring the number of Executors in a resource group for dynamic allocation, the resource group can adjust the
resources used by SQL tasks or jobs based on the workload, effectively improving resource utilization.

The dynamic allocation configuration is shown in the diagram below:
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Configuration change

Default job
resource spec

Executor
resource *

Executor count *

Driver resource *

Total resource
size

small(1CU) v
Select desired resources. 1 CU is approximately equivalent to 1-core CPU and 4 GB memory.
o Dynamic Fixed

Minimum  — 2 + Maximum  — 5 +

Resources to be used by each executor are those set in the above field

small(1CU) v

Select desired resources. 1 CU is approximately equivalent to 1-core CPU and 4 GB memory.

3CU ~6CU

Both Task 01 and Task 02 are set to dynamic allocation, each using 8 CUs at Time A. By Time B, Task 01 only

requires 4 CUs, releasing 4 CUs of idle resources for Task 02 to use, thereby improving overall resource utilization.

This process is illustrated in the diagram below:
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E TimeA E TimeB

r
4CU Task 01 4CU
Task 01 -< --------------------
r
4CU 4CU
-
"
4CU Task 02 =< 4CU
Task 02 '< __________________________________________
4CU 4CU
~ -

Usage Limitations

The resource group name should be globally unique. It is recommended to use an all-English name.

Terminology
Description llustration Default Resource Groups
(System The default resource group
created by starts in a suspended status,
default) with settings for automatic start
Exist upon and automatic suspension. )
engine The default resource group default-rg-iOwg2826... EI
creation, and supports modification of rg-i0wg28z6p4 I

resource configurations.
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named as
default-rg-xxx.

(User manually
created)

The custom
resource group
supports the
modification of
resource
configurations.

The default resource group
supports configuring start/stop
policies, setting concurrency
limits, and adjusting
dynamic/static parameters.
The default resource group
cannot be deleted.

The custom resource group
supports configuring start/stop
policies, setting concurrency
limits, and adjusting
dynamic/static parameters.
The custom resource group
can be deleted.
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Private Connection
Private Connection Introduction

Last updated : 2024-09-04 11:15:28

Data Lake Compute

Endpoints are built on Private Link. If you need to access engines and data through JDBC or other methods, you can

create an endpoint to establish a secure and stable private connection between your VPC and the access point.

Public network access(DLC JDBC. TencentCloudAPl)

learn more (4

User VPC

Private connection (i) 1 Details

Public
network

access o .
- Submission machine

Private connection () 0 Create

Private connection () 3 Detalls

>

Usage Limitations

1. A maximum of 4 endpoints can be created.

2. For private connection billing, see Private Link Billing.
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Network Connection Configuration

Last updated : 2025-04-09 20:49:29

Data Lake Compute (DLC) supports configuring network (VPC) for data engine, facilitating management of engine

access to different data source networks.

Network Configuration Type

According to different business scenarios, DLC provides two network configuration types.

Enhanced network configuration: suitable for accessing the data under one VPC with high speed and stability.

Note :

1. A data engine of a non-Spark job type can only be bound to one enhanced network configuration.

2. If you use an enhanced network, the subnet IP address under your VPC will be used. Please ensure sufficient
subnet IP addresses.

Cross-origin network configuration: suitable for cross-origin federated data query that needs to access multiple VPCs.

A data engine can support binding multiple cross-origin network configurations.

Network Configuration Status

Initializing: The network configuration is being initialized. At this point, the network is not active.
Success: The network configuration takes effect on the bound engine.

Failure: The network configuration fails and can be deleted and reconfigured.

Network Configuration Security Policy

If you have configured a security group policy for the VPC, you need to add inbound rules for different network
configuration types.

Enhanced network: Add inbound rules for the IP range of the VPC where the data source is located to the security
group.

Cross-source network: Add inbound rules for the IP range of the engine bound to the network configuration to the

security group.

Create Network Configuration
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1. Log in to the DLC console and choose service region.
2. Enter Resource Management > Network Connection Configuration through the left sidebar.

3. Click the Create Network Configuration button to enter the Create Configuration page.

The configuration parameters are as follows:

fi i Requi

Configuration equired Filling Instructions

Content or Not
Select according to the use case

Network Enhanced network configuration: suitable for data scenarios that require high-

Configuration Yes speed and stable access to a VPC.

Type Cross-origin network configuration: suitable for cross-origin federated query
analysis scenarios that need to access data under multiple VPCs.

Configuration Yes Supports Chinese, English, and _, with a number of characters not more than

Name 35.
Two sources are supported:
Data catalog of DLC: Option the data catalog that has created a connection in
the data management of DLC currently

Instance Yes New network configuration: Select a new data source to create a network

source connection. Currently, the data source supports MySQL, Kafka, EMR HDFS
(COS, HDFS, Chdfs), Postgresql, SqlServer, Clickhouse. If the data source
associated with the network configuration to be created is not yet supported,
you can select another option and manually specify a VPC.
Select the corresponding data catalog according to the source of the selected

Catalog Yes instance. The range of selectable data catalogs will be related to your account
permission.

Data source .

Vlig s No The data engine network will connect all subnets in the VPC.

Bound data Yes Select the data engine associated with this network configuration. If the data

engine engine is in isolated or initializing status, it will be unable to select.

Confi ti

on 9‘”_6‘ on No Not more than 100 characters.
Description

4. Fill in, complete the settings and save. Then you can create a network configuration.
Note :

Once created, the network is in the initialization state. Subsequently, you can view the status in the list.
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Delete Network Configuration

You can perform a deletion operation to manage the deletion of network configurations that are no longer needed or
have failed to configure. Directions:

1. DLC console, choose service region.

2. Enter Engine Management > Engine Network Configuration through the left sidebar.

3. Find the network configuration that needs to be deleted. Support filtering search. Note the selection of network
configuration type.

4. Click the Delete button. Just complete the deletion after secondary confirmation.

Note :

After deletion, this data engine will not be able to use this network configuration. If you need access, reconfiguration is

required. Proceed with caution.

Modify Description Information

You can modify the description information of the configured network configuration by modifying the description
information. Directions:

1. DLC console, choose service region.

2. Enter Engine Management > Engine Network Configuration through the left sidebar.

3. Find the network configuration that needs to be deleted. Support filtering search. Note the selection of network
configuration type.

4. Click the Modify Description Information button to edit.
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Storage Configuration
Managed Storage Configuration

Last updated : 2024-07-31 17:30:11

Managed storage refers to the storage space hosted on the Data Lake product, with COS as the underlying storage.
Managed storage contains data such as native tables, user program packages, and query results. Therefore, to utilize
the capabilities of native tables and data optimization, it is necessary to enable managed storage first. The native
tables on managed storage are by default in the lceberg format, so you don’t need to manage the underlying file
contents. For details on managed storage billing, please refer to Billing Overview.

This document introduces how to enable and configure managed storage.

Enable Managed Storage

Step 1: Enter Managed Storage Configuration

You can enter the managed storage configuration in the Data Exploration module or the Global Configuration >

Storage Configuration module.

Data Lake Compute ata Explore © Guangzhou ~

Step 2: Open Managed Storage

1. Check to enable managed storage and save.

Here, you can specify the managed storage type as either a Metadata Acceleration Bucket or an Ordinary Bucket.
The billing for both is consistent, but it is necessary to separately configure engine access permissions for the
Metadata Acceleration Bucket. For details, please refer to Binding of Metadata Acceleration Bucket.

2. The query result path is used to temporarily store SQL query results, Spark Job Shuffle data, etc. You need to
specify a path to ensure the normal operation of jobs and tasks. If you have enabled managed storage, it is
recommended to configure the query result path as Managed Storage. You can also configure the query result path

to your own account's COS bucket path.
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Storage configuration

anzged storage (1) E"aI::E

lanaged storage type General bucket

Tjuery result storage path (D) Managed storage User-defined storage

View managed bucket

After enabling managed storage, a bucket will be created, and you can view the buckets and data on managed

storage in the Data Management module.

Data management ) Guangzhou ~

Catslog  Datsbasz  Bucketlist

@ You can view the files you have stored in the built.in buckets in the bucket st to effiiently manage your business. You can view and download billing Getails in the Billing Center, and view billing standards n Billing Overview 2

Created at

Bucket name Usage

2021-12-16 185621

Destroy Managed Storage

Destroying data is a high-risk action; only after all database table data has been deleted, can you proceed to destroy

managed storage. Destroying managed storage requires administrator privileges.

Step one: Delete database table data

To destroy managed storage, you must first delete all database table data on the managed storage.
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You can refer to the Data Catalog and DMC and Data Table Management documents to delete the database table
data, or you can run the DROP Syntax in the Data Exploration module to delete the database table data.
Step two: Destroy Managed Storage

After deleting the database table data, you can destroy managed storage on the managed storage configuration tab
under the Storage Configuration module.

Destroying managed storage will delete all DLC managed buckets, so please proceed with caution.
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Binding a Metadata Acceleration Bucket

Last updated : 2024-07-31 17:30:27

DLC supports the binding of Fusion Bucket to accelerate Query Analysis Performance. To use this feature, you need
to create a Metadata Acceleration Bucket. DLC Managed Storage provides Metadata Acceleration Bucket. Use COS
Bucket under the user's account. For details, please see COS>Metadata Acceleration.

When accessing the DLC Metadata Acceleration Bucket, binding of permissions is necessary. The Permission

Binding Process is as follows.

Bind Data Engine and Metadata Acceleration Bucket

1. log in to Data Lake Computing Console, enter Common Management > Storage Configuration.

2. Enter the Metadata Acceleration Bucket Configuration Page, select the bucket you want to bind, and click
Configure.

Note:

Only Metadata Acceleration Buckets are displayed on the Metadata Acceleration Bucket page; ordinary buckets

(buckets without the metadata acceleration feature enabled) will not be shown.

Storage configuration € Guangzhou ~

Managed storage configuration  Metadata acceleration-enabled bucket configuration

@ A metadsta scceleration-enabled bucket Can be Used only after the ProduCt permission and VPC access permission are configured.

3. Click Bind to bind the data engine that needs to access this bucket to the Metadata Acceleration Bucket.
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Edit access to metadata acceleration-enabled bucket

Bind data engine

Operation

Bind
ri Unbind
e 10 = /page 1 / 1 page
Associate Tencent Cloud products
Product Resource Operation
Mo data yet
Add product
Set HDFS user  edit
Set access to HDFS metadata
VPC name/1D Mode IP Operation

Edit Delete

Bind computing resources of SCS

If you use SCS to stream data into the lake, and the storage written to is a Metadata Acceleration Bucket, then you
need to configure access permissions for the Metadata Acceleration Bucket under Storage Configuration. Under the
Tencent Cloud Product Binding section, create a new product, select Stream Computing Oceanus and the

corresponding resources, then click save.
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Edit access to metadata acceleration-enabled bucket X

Bind data engine

Data engine name Operation

Unbind

10 = / page 1 /1 page

Associate Tencent Cloud products

Product Resource Operation

Stream Compute Service v v Cancel

Set HDFS user  £dit

Set access to HDFS metadata

VPC name/ID Node IP Operation

Bind computing resources of non-DLC data engines

Sometimes, the computing resources you need to access the Metadata Acceleration Bucket are not from a DLC data
engine. In this case, you can configure access permissions for the Metadata Acceleration Bucket under Storage
Configuration.

HDFS User Configuration is used to configure the super user of your computing resources accessing DLC, usually
root/hadoop/presto/flink.

HDFS Metadata Permissions Configuration is used to configure the VPC Network Environment you allow to access

DLC, usually the VPC where the computing resources of the above mentioned non-DLC data engines are located.

©2013-2025 Tencent Cloud International Pte. Ltd. Page 142 of 224


https://console.tencentcloud.com/dlc/storage-config

@ Tencent Cloud Data Lake Compute

Set HDFS user  Edit

Set access to HDFS metadata

Edit Delete
Edit Delete

Edit Delete
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Metadata Management
Data Catalogs and DMC

Last updated : 2024-07-31 17:27:26

External data and managed storage data in DLC can be managed through the Data Management Page by executing
standard SQL statements and APIs. Through the Console Data Management Page, you can create, edit data

catalogs, and create, query, delete databases and tables.

Creating a data catalog

Note:

The platform will automatically create a DatalLakeCatalog for you for data management on the lake.

When you have external data sources and wish to perform federated analysis, you can follow the process below to
create a data catalog for external data sources.

1. Log into DLC console, select the service region. The account used to log in must have the permission to create a
catalog. For enabling sub-account permissions, refer to Sub-account Permission Management.

2. Enter Data Management, click Create Catalog.

Data management ©) Guangzhou ¥ Data Management

Catalog Database Bucket list Ta

(@  Perform creation, edit, deletion, or ether management operations on catalogs.

Catalog name Connection type Connection info Status Creator Created at ¢ Update time # Connectivity status

I | MysaL o3 " Created successfully 2023-10-27 16:17:43 3023-10-27 16:17:43 Edit Delete Test

3. Enter the data source creation visual interface. After filling in the connection information, complete the network

configuration to connect the engine with the external data source.
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Create catalog

x
(1 >
configuration
MysaL
te
Inst: o 5
¥ | () 253 IPsin total, 245 available
Next
Create catalog X

° Catalog > o Netwerk

configuration configuration

(@  Use the bound data engine to query and analyze data from this data source. Yo
engine via Network configuration 2.

u can change the scope of the bound data

4. After filling in the data source information, click Confirm to complete the creation of the data source.

5. In the Data Catalog List, view connection information, status, creator, and other information.

Edit Data Catalog
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1. Click Data Catalog List > Operations > Edit to modify the Data Catalog's description information, network

configuration information, username, password, and running cluster, etc.

Edit catalog x

JDBC ¥ |= | jdbamy

v ¥ () 253 IPs in total, 245 available

Use the bound data engine to query and analyze data from this data source, You can change the scope of the bound data engine
wia Network configuration [&.
Data engines bound to the data scurce WPC: ——

Cones

2. After modifications, click Create to reconstruct the Data Catalog.

New database

1. Loginto DLC Console, select the service region. The account used to log in must have database creation

permissions.
2. Enter Data Management, click on the directory name under the Data Catalog to view the databases within that

directory.

3. Click Create Data Catalog to enter the Database Creation Visual Interface.
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Data management © Guangzhou ~ Use guide % Data Managemer

Catalog Database Bucket list
@  This module allows you to menage databases under different catalogs. You can click the name of o database to manage its tables, views, and ather data objects, or to manually import data to tables. Learn more 2 . Data operations require relevant data permissions. For more permission guide, see here (2.

DatalakeCatalog

Database name $ Created at % Description Creator Operation

w5 | 2023-10-26 17:51:31 - - Edit Delete

~ | 2023-10-26 17:51:30 - - Edit Delete

4. After filling in the relevant database information and saving, the database creation is complete. When creating a

database, you can enable data optimization for the entire database.

Create database X

Database Name: Globally unique, supports English case-sensitive letters, numbers, " ", cannot start with a number,
up to 128 characters.
Description: Supports both Chinese and English, up to 2,048 characters.

A root account can create up to 100 databases.

View Database

1. Log in to DLC Console, select the service region. The account used to log in must have database query
permissions.
2. Enter Data Management > Database, select the data directory, click Database Name to access the database

details, manage the database's tables. For a detailed operation guide, refer to Data Table Management.
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Data management © Guangzhou ~ Use guide % Data Managemen

Catalog Database Bucket list

@  This module allows you to manage databases under different catalogs. You can click the name of a database ta manage its tables, views, and other data objects, or to manually import data to tables. Learn more 2. Data relevant data permi: For more pe . see here 4.

DatalakeCatalog -

Created at % Description Creator Operation

2023-10-26 17:51:31 - - Edit Delete

Dropping a Database

1. Log in to DLC Console, select the service region. The account used to log in must have database deletion
permissions.

2. Enter Data Management, click Delete. After confirming a second time, the database can be deleted.

Delete this database

Delete all data in a database before deleting it. A deleted database cannot be recovered.

©2013-2025 Tencent Cloud International Pte. Ltd. Page 148 of 224


https://console.tencentcloud.com/dlc
https://console.tencentcloud.com/dlc/data-manage-library

@ Tencent Cloud Data Lake Compute

Data Table Management

Last updated : 2024-07-31 17:27:51

Users can use the DLC console or API to execute DDL statements to create a database.

Creating Table

Approach one: Create in Data Exploration

1. Log in to the DLC console, select the service region, log in to users need to have the permission to create tables.
2. Enter the Data Exploration module, in the left list, click on an existing database, hover over the table row, then click

the

icon, click Create Native Table or Create External Table.

Note:

A native table refers to a table on the DLC managed storage. With a native table, you don't need to worry about the
underlying Iceberg storage format, and it has capabilities like data optimization. To use a native table, you need to
enable managed storage first, see Managed Storage Configuration for details.

The underlying data of the external table resides on your own COS. Creating an external table requires specifying the

data path.
Data Explore &) Guangzhou ~
Database Query o0+ Query-2023-12-13... @ | + ~
Catalog | DatalakeCatalog hd m [ Save ] = Farmat ar
1
M —F
* B Table
.
* [& Function Create external table
2 @ :

3. After clicking Create Native Table/Create External Table, the system will automatically generate an SQL
template for creating a data table. Users can modify the SQL template to create a data table. After clicking Run, the

SQL statement to create the data table is executed, completing the creation.
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Data Explore &) Guangzhou ~
Database Query 0+ Query-2023-12-13.. @ | + ~
Catalog | DatalakeCatalog v Partial run @ save o & Farmat ™
1 CREATE - TABLE - IF - NOT - EXISTS
2 “db_name” . new_table_name” {
.- 3 " column_namel” - column_typel,
4 " column_name2” column_type2
» = Table 5 ) - TBLPROPERTIES- ( 'format-version' -=-"1", "write.upsert.enabled’ -=-"false");

> B8 View

b [# Function

Approach two: Create in Data Management

The Data Management module supports managing native tables and external tables stored in DLC.
1. Log in to the DLC console, select the service region, log in to users need to have the permission to create tables.
2. Through the left menu, enter Data Management, enter Database, click the name of the database where the data

table is located, enter the DMC page.

Data management © Guangzhou ~ Use guide %9 Data Manageme:

Catalog Database Bucket list

@  This module allows you to manage databases under different catalogs. You can click the name of a database to manage its tables, views, and ather data objects, or to manually import data 1o tables. Learn more 2. Data operations require relevant data permissions, For mare permission quide, see here 2.

name % Created at & Description Creator Operation
2023-10-26 17:51:31 - - Edit Delete
@ 2023-10-26 17:51:30 - - Edit Delete

3. Click Create Native Table or Create External Table button to enter the data table configuration page.

&« Database / ¢

Data table View Function Task history Storage cor

(®  Data tables under the database. You can manage basic info, fields, and other info in the native and external tables, and import data from local system or COS and export data to COS asynchranously. You can view the task running details in the task history, For the billing mode of the native table, see Billing Overview [

Update time All Last 7 days Last 30 days =

Rows Table size % Governance status Created at $ Update time ¢ Creator Description Operation

Native table data sources support three different types: empty table, local upload, and COS COS. Choosing different
data sources corresponds to different creation processes. Native tables support capabilities such as data optimization
and can choose to inherit database governance rules or individually turn them on/off.

3.1 Create Empty Table: Create an empty table with no records.
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Data Table Name: Cannot start with a number, supports uppercase and lowercase letters, numbers, and underscores
—, with a maximum of 128 characters.

Support for entering data table description information.

Manually add and enter column names and field types. Supports the configuration of three complex type fields:
array/map/struct.

Create native table X

Blank table v

Field name Field type Field configuration Description Operation

No data

Attributes b

3.2 Local Upload: Upload local form files to DLC to create data tables, supports files up to 100MB.

CSV: Supports visual configuration of CSV parsing rules, including Compression Format, Column Splitting Symbol,
Field Domain Symbol. Supports automatic inference of the data file's Schema and parsing the first row as Column
Names.

Json: DLC only recognizes the first level of Json as columns, supports automatic inference of the Json file's Schema.
The system will recognize the first level fields of Json as Column Names.

Supports common Big Data Format files like Parquet, ORC, AVRO, etc.

Manually add and enter Column Names and Field Types.

If the Automatic Structure Inference is selected, DLC will automatically fill in the detected columns, Column Names,

and Field Types. If incorrect, please manually modify.
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Create native table X

Upload o

Select file

nfer structure

No data

3.3 Create a data table through COS COS.

Create a data table by reading the COS data buckets under the current account.

CSV: Supports visual configuration of CSV parsing rules, including Compression Format, Column Splitting Symbol,
Field Domain Symbol. Supports automatic inference of the data file's Schema and parsing the first row as Column
Names.

Json: DLC only recognizes the first level of Json as columns, supports automatic inference of the Json file's Schema.
The system will recognize the first level fields of Json as Column Names.

Supports common Big Data Format files like Parquet, ORC, AVRO, etc.

Manually add and enter Column Names and Field Types.

If the Automatic Structure Inference is selected, DLC will automatically fill in the detected columns, Column Names,

and Field Types. If incorrect, please manually modify.
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Create native table x

Cos v

Select a COS path

nfer structure

Add

»

o Yes Na

4. Data Partitioning is often used to enhance Query Performance and is applied to large volume tables. DLC supports
data querying by Data Partitioning. Users need to add partition information at this step. By partitioning your data, you
can limit the amount of data scanned with each query, thereby improving Query Performance and reducing usage
costs. DLC adheres to Apache Hive's partitioning rules.

The partition column corresponds to a subdirectory under the COS path of the table, with the directory naming
convention being Partition Column Name=Partition Column Value.

Example:

cosn://nanjin-bucket/CSV/year=2021/month=10/day=10/demol.csv
cosn://nanjin-bucket/CSV/year=2021/month=10/day=11/demo2.csv

If there are multiple partition columns, they need to be nested in the order specified in the create table statement.
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CREATE EXTERNAL TABLE IF NOT EXISTS "COSDataCatalog . dlc_demo . table_demo  (
*_c0’ string,
_cl® string,
_c2° string,
_c3" string
) PARTITIONED BY ( year ' string, “month’ string, “day string)
ROW FORMAT SERDE 'org.apache.hadoop.hive.serde2.0OpenCSVSerde'
WITH SERDEPROPERTIES ('separatorChar' = ',', 'quoteChar' = '"")
STORED AS TEXTFILE
LOCATION 'cosn://bucket _name/folder_name/';

Query basic information of the data table

Approach one: Query in Data Exploration

In the Data Table Item, mouse hover over the Data Table Name row, then click the

icon, in the Dropdown Menu click Basic info to view the basic information of the created data table.
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Data Explore %) Guangzhou ~
Database Cuery o+ Query-2023-12-13 1... @ Query-2023-12-13 ... @ + -
Catalog | DatalakeCatalog o m Complet @ Save a
1
=
v B Table
E L]
:
= Preview data
= o Delete table
= Show table creation statements
Add name to S0L

) A .
=

The basic information of the data table is as follows:

Basic info of data table ,

Approach two: View in Data Management

1. Log in to the DLC Console, select the service region. Users need to have the permission to view data tables.
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2. Through the left menu, enter the Data Management page, click the name of the database where the data table is
located, enter the DMC page. It supports querying information such as the number of rows, storage space, creator,

fields, partitions, etc.

Data management © Guangzhou v Use guide @ Data Management

Catalog Database Bucket list T

®  This module allows you to manage databases under different catalogs. You can click the name of a database to manage its tables, views, and other data objects, or to manually import data to tables. Learn more 4. Data operations require relevant data permissions. For more permission guide, see here B2,

Database name $ Createdat Description Creator

atior

o m 2023-10-26 17:5131 - - Edit Delet:

o\ 2023-10-26 17:51:30 - - Edit Delet

w 2023-10-26 17:51:30 - - Edit Delete

. m 2023-10-25 204524 - Edit Delete

+ 2023-10-08 120807 - - Edit Delete

<« Database /

Data table View Function Task history Storage ca

@  Data tables under the database. You can manage basic info, fields, and other info in the native and exteral tables, and import data from local system or COS and export data to COS asynchroncusly. You can view the task running details in the task history. For the billing mode of the native table, see Billing Overview [

Create extemnal table - Updatetime | Al Last 7 days Last 30 days =]
Data table name $ Table type Rows ¥ Table size # Governance status Createdat ¢ Update time ¢ Creator Description perat
s m i 3 w - 2023-08-09 17:01:22 2023-10-09 14:33:38 - - Basicinfo Edit Pre
Delete
1 - 2023-08-09 17:00:33 2023-10-09 14:33:27 - - Basic info Edit Pre:
Import data Export
Delete
10 v /page 1 /1 page

Preview Data Table Data

In the Data Table Iltem, hover the mouse over the Data Table Name row, then click the

icon, in the Dropdown Menu click Preview Data. DLC will automatically generate a SQL Statements to preview the

first 10 rows of data, executing the SQL Statements to query the top 10 rows of the data table.
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Data preview X

Select a data engine public-engine v Execute Show first 100 entries by default

10 v /page 1 f2pages » M

Support for previewing data in Data Management > Database > Data Table > Data Table List.

The Data Preview Function by default displays the first 100 rows of data.

Editing Data Table Information

Support editing the Description information of the data table in the Data Management module.

1. Log in to the DLC Console, select the Service Region. Users need to have the permission to edit data tables.

2. Through the left menu, enter the Data Management > Database page, click the name of the database where the
data table is located, enter the DMC page.

3. Find the data you need to edit, click the Edit button on the right to edit.
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& Database /

Data table View

Function

@  Data tables under the database. You can mar

Data table name

- @

:]

+

Create external table

Table type

nage b

I tables, and import data from local system or COS and export data to COS asynchronously. You can

asic info, fields, and other info in the native an

Update time Al Last 30 days ]

Created at ¢

2023-07-12 1446:58

2023-07-12 143632

4. After modification, click the Confirm button to complete the editing.

Edit data table

2023-07-12 14:46:58

2023-07-12 14:47:24

Cancel

Dropping a Table
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view the task running details in the task history. For the billing mode of the native table, see Billing Overview [2 X
Qo
Update time Descript Operat
2023-07-12 14:47:24 Basic inf ve» ew
Import data_Export data
Delete
2023-07-12 144538
10 1 1 pag
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Approach one: Delete in Data Exploration

In the Data Table Iltems, hover the mouse over the Data Table Name row, then click the

icon, in the dropdown menu click Delete. DLC will automatically generate the SQL statement to drop the data table,
execute the SQL statement to drop the table.

Dropping an external table, dropping a data table only removes the metadata stored in DLC, it does not affect the data
source file.

Deleting tables under the Datal.akerCatalog directory will clear all data of that table, proceed with caution.

<« Database /

Data table View Function Task history Storage <o

®  Data tables under the databese. You can manage basic info, fields, and other info in the native and extermal tables, and import data from lacal system or COS and export data to COS asynchrancusly. You can view the task running details i the task history. For the biling mode of the native table, see Billing Overview &4

Create extemal table M Updatetime | Al Last 7 days Last 30 days =]

Data table name $ Table type Rows & Table size $ Governance status Created at $ Update time Creator Desription Operation

i @ - 2023-07-12 1446:58 2023-07-12 1447:24

. m - 2023-07-12 143632 2023-07-12 1445:59

Approach two: Delete in Data Management

Currently, Data Management only supports the management of databases and tables hosted in DLC. For external
tables, please use approach one for deletion.

1.log in to the DLC Console, select the service region, users need to have the permission to delete data tables.

2. Through the left menu, enter Data Management > Database, click the name of the database where the data table
is located, to enter the DMC page.

3. Click the Delete button after the data table you wish to delete, after confirmation, the corresponding data table can

be deleted and its data cleared.
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Data Explore ®) Guangzhou

Database Query o+ Query-2023-12-13.. @ | + ~

Catalog = DatalakeCatalog v m [@ save

1 SHOW CREATE TABLE ~

9]

i3

E
]

=B
* [ Table

=
=] Basic info
B Preview data
= Delete table
= Show table creation statements
= Add name to SQL
E

Show create table statement

In the Data Table Iltem, hover the mouse over the Data Table Name row, then click the

icon, in the dropdown menu click Show table creation statements. DLC will automatically generate the SQL
statement to view the create table statement for that data table, execute the SQL statement to query the create table

statement.
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Data Explore &) Guangzhou ~
Database Query o+ Query-2023-1213... @ @+ ~
Catalog | DatalakeCatalog b (*) Running @ save ! & Farmat St
1 SHOW CREATE TABLE = . 7.7 7;
w
=¥
¥ [ Table

E (T1]
= Basic info
B - Preview data
=] Delete table
B Show table creation statements
B - Add name to 50L
E

System constraints

DLC allows up to 4096 data tables under each database, supports a maximum of 100,000 partitions per data table,
and the maximum number of attribute columns per data table is 4096.

DLC will recognize data files under the same COS path as data from the same table, please ensure data for separate
tables is kept in separate folder hierarchies.

DLC does not support multi-version data in COS; it can only query the latest version of data in a COS bucket.

All tables created on DLC are external tables, and the SQL statement to create the table must include the EXTERNAL
keyword.

Table names must be unique within the same database.

Table names are case-insensitive and only support letters, numbers, and underscores (_), with a maximum length of
128 characters.

If the table is a partitioned table, you must manually execute the ADD PARTITION statement or the MSCK statement
to add partition information before you can query the partition data. For more details, see Query partitioned table.
When creating a table with CSV, DLC will by default convert all field types to string, but this does not affect the

computation and querying of raw data fields.
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Data View Management

Last updated : 2024-07-31 17:28:41

DLC provides data view query capabilities, allowing users to quickly and easily perform data queries and use through

the management of data views.

Create View

1.log in to DLC console, select the service region, log in users must have the permission to create views.
2. Enter the Data Exploration page, you can create views using SQL statements. For details of the statement, see
SQL Syntax.

3. Select the computing resource, click the Running button to complete view creation.

Database Query o+ Query-2023-12-14.. @ + ~ XX Storage ¢

Catalog  DatalakeCatzlog M Complet ¥ B save e} &8 Format | & = ™ publicengine(SuperSQL-P 1.0-public)

1 create or replace view dbl.vl as select x,y from tol;
2 creste view test_view (id comment 'test c1', name_length comment 'test name c2') as select id, length(name) from test:

saao

View Views

You can view the view using SQL statements through Data Exploration, see SQL Syntax for specific syntax.
Meanwhile, DLC also offers a Visual Interface for managing views, with the following operations.

1. Log in to the DLC console, select the service region, log in users must have the permission to query views.

2. Enter the Data Management page, click on the Database Name where the view is located to enter the DMC page.

3. Click View to enter View Management.

&  Database /

Datatsble  View Function Task history Storage co

®  Views under the database. To create aview, run view creation SOL statements in Data Explore. Learn more 2

Update time | Al Last 7 days Last 30 days ]

name $ View type Created at $ Update time Description Definition Creator Operation

2023-04-10 21:11:79 2023-04-1021:11:19 ~ SELEC . | Delete

4. Click the View Name you want to inspect to view its information. You can copy the SQL statement.
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View info X

reated at 2023-04-10 21:11:19

SELECT FLES

¢ k]

1

2

3

- r

5 FROM

6 “datalakecatalog .”- T.7¢ N
7 LIMIT

8 1@

Copy statement

Delete View

You can view the view using SQL statements through Data Exploration, see SQL Syntax for specific syntax.
Meanwhile, DLC also offers a Visual Interface for managing views, with the following operations.

1. Loginto DLC Console, select the service region, users must have view deletion permissions.

2. Enter the Data Management page, click on the Database Name where the view is located to enter the DMC page.

3. Click View to enter View Management, then click the Delete button to delete the view.

Delete this view

After the view is deleted, all of its data will be permanently cleared,

Caution

Deleting a view will clear all data under the view and cannot be recovered. Please proceed with caution.
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Function Management

Last updated : 2025-03-07 15:27:24

Data Lake Compute (DLC) supports using user-defined functions to process and build data, as well as managing

functions.

Creating a Function

1. Login to the DLC Console and select the service region. Ensure the logged-in account has database operation
permissions.

2. Go to the Data Management Page and click the database name where you want to create the function.

Data management © Guangzhou ~ Use guide @ Data Manag

Catalog Database Bucket list T=

®  This module allows you te manage databases under different catalogs. You can click the name of a database to manage its tables, views, and other data objects, or to manually import data to tables. Learn more [, Data operations require relevant data permissions. For more permission guide, see here [2.

Database name # Createdat ¢ Description Creator Operation

2022-10-09 19:25:58 - Edit Delete
T m 2022-09-05 16:29:27 - Edit Delete
® 2022-06-30 00:24:32 - - Edit Delete
‘@ 2022-06-08 11:56:03 111 - Edit Delete

10 v /page 1 /1page

3. Select the function, then click the Create Function button to enter the function creation menu.

& Database / <
Datatable  View Function Task history Storage cor
@  Custom Spark functions under the database. The jar packages can be uploaded to Data Lake Compute or mounted to your COS buckets. Uploading to Data Lake Compute s recommended for central management of program packages, Learn more 2

Created at 3 Update time Description Program package name Task status Operation

o 2022-12-12 2001:42 2022-12-12 2001:42 - cosr Created successhuly Edit Delete
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Create function

.

Storage mode o Save on system Meount on a specified COS path

ackage source Upload COs

File path * Select file

The function packet supports local uploads or the use of existing JAR files in COS. Local uploads only support JAR
format, with a maximum size of 5 MB.

Select the Spark cluster to run the function. There will be no fees incurred during the execution.

It is recommended to save the function package to the system for easy management and use. You can also mount it to
a specified COS path.

Viewing Function Information

1. Log in to the DLC Console and ensure the account has database operation permissions.
2. Go to the Data Management Page and click the database name where the function is located.

3. Select the function to view its build status. If the build fails, you can edit and resubmit it.
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¢ Database /

Datatable  View Function Taskhistory Storage con

®  Custom Spark functions under the database. The jar packages can be uploaded to Data Lake Compute or mounted to your COS buckets. Uploading to Data Lake Compute is recommended for central management of program packages. Learn more E4

Function name Createdat & Update time Description Program package name Task status Operation
0| 2022-12-12 20:01:42 2022-12-12 20:01:42 - cosn/ .| Crested successtully Edit Delete
10 /page 1 /1 page

4. Click the Function Name to view detailed information about the function.

« Database / Function details

Data table View Function

@  Custom Spark functions under the database. The Jjar packages can be uploaded to Data Lake Compute or mounted to your COS buckets. Uploading to Data Lake Compute is recommended for central management of program packages. Learnm ~ Crz:te =t 2022-12-12 20:01:42

orage mode Mount on a specified COS path

Function name Createdat ¢ Update time Description Program package name Task status
File patl cosn/f:

:]q: 2022-12-12 20:01:42 2022-12-12 20:01:42 - cosmifc” Crested successfully
Function class name ¢

Editing Function Information

1. Log in to the DLC Console and select the service region, and ensure the logged-in account has database operation
permissions.
2. Go to the Data Management Page and click the database name where the function is located.

3. Select the function, then click the Edit button to enter the function information editing page.

& Database / .

Task history Storage configr

Data table View Function
@  Custom Spark functions under the database. The Jar packages can be uploaded to Data Lake Compute or mounted to your COS buckets. Uploading to Data Lake Compute is recommended for central management of program packages. Learn more 22 >
Function name Created at ¢ Update time Description Program package name Task status Operation
[1] 2022-12-12 20:01:42 2022-12-12 20:01:42 - cosny/," Created successfully De\e[g
10 v /page 1 /1 page
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Edit function b4

_reated at 2022-12-12 20:01:42

torage mode Save on system Maount on a specified COS path

cosn:d’ . Select a COS path

Currently, you cannot modify the function name, storage method, or upload method. If you need to change this
information, you must recreate the function.

After the function information is modified, it will be rebuilt. Please operate with caution.

Deleting a Function

For functions that are no longer needed, you can delete them.

1. Login to the DLC Console and select the service region. Ensure the logged-in account has database operation
permissions.

2. Go to the Data Management Page and click the database name where the function is located.

3. Select the function, then click the delete button to remove the function that is no longer needed.
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Delete this function

After the function is deleted all of its data will be permanently cleared.

Note

After deletion, the data under this function will be cleared and cannot be recovered. Please operate with caution.
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Last updated : 2024-07-31 17:29:14

In Hive, partition information appears in the form of directories. In Iceberg, partition information is recorded in the
underlying data files, making Iceberg’s partitions more flexible and allowing the partitioning strategy to evolve with
changes in data volume. In DLC, you can create Iceberg tables to utilize features such as hidden partitions.

Note:

By default, native tables are Iceberg tables. External tables, depending on the file format, can choose between Hive or
Iceberg tables. For detailed syntax, refer to the document CREATE TABLE.

With hidden partitions, when inserting and querying data, you do not need to specify partition information additionally
as required in Hive.

Iceberg partition strategy supports the use of the following functions, with different fields and corresponding partition

transformation strategies as shown in the table:

Zigii;;ing Field Type Result Type
identity Any Source Type
bucket int,. long, <ljecimal, d?te, time, timestamp, timestamptz, int
string, uuid, fixed, binary

truncate int, long, decimal, string Source Type
year date, timestamp, timestamptz int

month date, timestamp, timestamptz int

day date, timestamp, timestamptz date

hour timestamp, timestamptz int
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Ops Management
Historical Task Instances

Last updated : 2025-06-12 12:01:53

Historical Task Instances focus on recording and managing various types of tasks performed by users in DLC for
subsequent tracking, review, and optimization. Through the Historical Task Instances feature, users can quickly view
the execution status of tasks, including start and end times, execution status (such as successful or failed), input and
output details, and generated logs or error information. It provides users with the convenience of auditing and retrieval,

helping users identify task health status, potential issues, and optimize resource configuration, etc.

Operation Steps

1. Log in to Data Lake Compute (DLC) Console > Ops Management > Historical Task Instances and choose service
region.

2. Enter the historical task instances page. Administrators can view all historical operation tasks in the past 45 days,
and general users can query tasks related to themselves in the past 45 days.

3. Support filtering and viewing by task type, task status, creator, task time range, task name, ID, content, sub-
channel, and other methods.

4. Click the task ID/name. Support view task details, including modules such as basic information, running result, task
insights, and task logs.

5. Support user click to modify task configuration, quickly enter job details to adjust configuration for optimization.

Historical Task Instances List

Note:
The *field supports after enabling the insight feature. For enablement method, please see How to Enable Insight
Feature.
Field Name Description
Task ID Unique identifier of the task.
Task name Prefix_yyyymmddhhmmss_eight-digit uuid, where yyyymmddhhmmess is the task execution
time.
Prefix rule:

1. The job task submitted by the console is prefixed with the job name. For example, if the
user-created job is customer_segmentation_job and it is executed at 21:25:10 on November
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26, 2024, the task id will be customer_segmentation_job_20241126212510_f2a65wk1.
According to the current data format restriction, the job name should be <= 100 characters.
2. SQL type submitted on the data exploration page, prefixed with sgl_query. Example:
sqgl_query_20241126212510_f2a65wk1.

3. Data optimization tasks, according to the prefixes of different sub-types of optimization
tasks, among them:

3.1 The prefix of the optimizer is only optimizer.

3.2 The SQL type of the optimized instance is optimizer_sq|l.

3.3 The batch type of the optimized instance is optimizer_batch.

3.4 Configuration task created when configuring the data optimization policy:
optimizer_config.

4. Import data task, prefixed with import, for example: import_20241126212510_f2a65wk1.
5. Export data task, prefixed with export, for example: export_20241126212510_f2a65wk1.
6. Wedata submission, prefixed with wd, for example: wd_20241126212510_f2a65wk1.

7. Other API submissions, prefixed with customized, for example:

customized 20241126212510_f2a65wk1.

8. Tasks created for metadata operations on the metadata management page, prefixed with
metadata, for example: metadata_20241126212510_f2a65wk1.

Starting
Executing
Queuing up
Successful
Failed

Canceled
Expired

Task run timeout

Task status

Detailed content of the task. For job type tasks, it is a hyperlink to job details; for SQL type
tasks, it is the complete sql statement.

Task content

Task type Be divided into Job type, SQL type.

The origin of this task. Support data exploration tasks, data job tasks, data optimization

Task source tasks, import tasks, export tasks, metadata management, Wedata tasks, and API submission
tasks.

Sub-channel Users can customize sub-channels when submitting tasks via the API.

Compute . .
The computing engine/resource group used to run the task.

resource

Consumed During task execution, CU*H consumption occurs. Please note that the final CU consumption

CUH is subject to the bill, and the final result may vary. In the Spark scenario, it is approximately
equal to the sum of Spark task execution durations divided by 3600.

Compute time 1. If the task supports insight feature, it is the execution time within the engine.
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2. If the task does not support insight feature:

2.1 For a Spark SQL task, it is the platform scheduling time + consumed queuing time within
the engine + execution time within the engine.

2.2 For a Spark job task, it is the platform scheduling time + engine startup duration +
queuing time within the engine + execution time within the engine.

The execution time within the engine is the duration from the start execution of the first task of
a Spark task to the task completion.

The physical data volume read from storage by this task is approximately equal to the sum of
Stage Input Size in Spark Ul in the Spark scenario.

The number of physical data entries read from storage by this task is, in the Spark scenario,
approximately equal to the sum of Stage Input Records in Spark Ul.

If it is a job type task, it refers to the creator of the job.
The user running the task.
The time when the user submits tasks.

The time when the first preemption of the CPU starts execution of the task, the start
execution time of the first task within the Spark engine.

The collection of this metric requires upgrading the Spark engine kernel to a version later
than 2024.11.16.

Total number of files written by tasks through statements such as Insert. Case-insensitive to
task type.

The collection of this metric requires upgrading the Spark engine kernel to a version later
than 2024.11.16.

Small File Definition: An individual file size of the output that is less than 4 MB is defined as a
small file (controlled by the parameter spark.dic.monitorFileSizeThreshold, with a default
value of 4 MB, which can be configured globally or at the task level for the engine).

This metric definition: Total number of small files written by tasks through statements such as
insert.

Case-insensitive to task type.

The number of records output after this task processes data is, in the Spark scenario,
approximately equal to the sum of Stage Output Records in Spark Ul.

The Size of the record output after this task processes data is, in the Spark scenario,
approximately equal to the sum of Stage Output Size in Spark Ul.

Approximately equal to the sum of Stage Shufle Read Records in Spark Ul in the Spark
scenario.

Approximately equal to the sum of Stage Shuffle Read Size in Spark Ul in the Spark scenario.
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Analyze the task to judge the health status of the task and determine whether optimization is

*Health status X . .
required. Please see Task Insight for details.

Historical Task Instances Details

Basic Info

1. Users can view specific task content in execution content. For SQL tasks, view the complete SQL statement; for
job tasks, view job details and job parameters.

2. Users can view relevant content about task resources in resource consumption, including consumed CU*H,
computational overhead, scanned data volume, compute resource, kernel version, Driver resource, Executor
resource, and count of Executors.

3. Users can view basic information of tasks in basic info, including task name, task ID, task type, task source,
creator, executor, submission time, and engine execution time.

4. For tasks running on the SuperSQL SparkSQL or SuperSQL Presto engine, users can view the task running
progress bar in query statistics, which includes the time taken for stages such as creating tasks, scheduling tasks,

executing tasks, and obtaining results.

Running Result

After task completion, users can query the task result on the execution result page. There are two types of task
results:

1. Write file information: For file writing tasks running on SuperSQL, standard engine, or Spark kernel engine, support
user viewing of write file information.

Average file size

minimum file size

maximum file size

Total file size

2. Execution result: SQL task query statement, which can display the query result of the current task and support

users to download query results.

Task Insight

After task completion, users can view task insight results on the task insight page. It supports analyzing the aggregate
metrics that each task has executed and insights into optimizable issues. Based on the actual execution situation of
the current task, DLC task insight will combine data analysis and algorithm rules to provide corresponding

optimization suggestions. For details, please see Task Insight.

Task Log
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Users can view the logs of the current task on the task log page.

Note :

Only the job type supports task log viewing.

1. Support switching logs of nodes in different clusters through Pod Name, including Driver, Executor, etc.

2. Support three log level filters: All, Error, Warning.

3. This page only displays the last 1000 logs. If you need to view all log entries, you can export logs.

4. Support viewing log export records and the status of export tasks. In log export records, users can save log files
locally.
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Historical task(Old version)

Last updated : 2025-03-21 12:22:27

To facilitate users in querying historical task records, DLC provides three methods to search and process historical

tasks.

View historical tasks run in the Query Editor

1. Loginto DLC console, select the service region.
2. Enter the Data Exploration Page, click on Run History within a single Session to view the task run history for that
Session.

3. Click on the history record Batch ID to view the corresponding execution results on the left

Data Explore € Hong Kong v Data explor

Database Query G+« i Draft| X e X e X . X 12d... x e X . X X » + v QXStorage

(OB Catalog DatalakeCatalog _
® B & 8 9 C = E- fer c Hraeera gladetie

»
g
1

Query result Download history

Task ID

1insey

o 338ms © 340MB
L T RS PORRT Ft LE 4

B TR - i a
[, TS F H ¥ e B I LT A ek L ST

L T

Each Session's run history is independent, and a maximum of 45 days of run history is kept.

Historical task result data is saved for 24 hours. To view task results beyond 24 hours, the task must be rerun.
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View data import history in the Data Management feature

1.log in to DLC Console > Data Management, select the service region.

Note:

Log in to the account requires database-related permissions.

2. Click on Task History in the top right corner to query data import history tasks.

3. Supports viewing historical tasks from the past 45 days

Operatior

View historical tasks in the Historical Operation feature

1.log in to DLC Console > Historical Operation, select the service region.
2. Enter the Historical Operation page, where administrators can view all historical operation tasks from the past 45
days, and ordinary users can query tasks related to themselves from the past 45 days.

3. Supports filtering by task type, execution status, creator, data type, etc.

210 Q - - - - - Last 7 days Last 30 days 20231218 ~ 2031218 [

Job overview

1 0 0 0

4. click Run Details to see the task execution details and results.
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Run details
Basic info Running result Query statistics
211G

SQL statement
2023-12-18 17:33:25t02023-12-18 17:33:31
15s
6]

SELECT ]

FROM

“DatalakeCatalog™ .’
LIMIT

12

Historical task result data is saved for 24 hours. To view task results beyond 24 hours, the task must be rerun. You

can directly Copy Statement to Data Exploration to execute the task.

You can directly click Task ID to quickly switch and view the task execution details.

For tasks that are running, you can Cancel them.
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Session Management

Last updated : 2025-03-21 12:22:27

The session management feature is used to record and trace notebook interactive sessions submitted to the DLC
engine through the API or Wedata. Users can perform operations such as SQL queries, data processing, and model
training through sessions.

Prerequisites

Environment preparation for Data Lake Compute (DLC).
Enable Tencent Cloud DLC engine service.

Creating a session requires purchasing a job type engine.
SuperSQL job engine.

Standard engine: Spark engine or machine learning resource group.

Operation Steps

1. Loginto DLC Console > Ops Management > Session Management and choose service region.

2. Enter the session management page, and users can view all the historical session records.

3. Support filtering and viewing by engine type, status, Kind, engine name, Session ID, and Session Name.
4. Click Session Name/ID. View session details is supported.

5. Support users to click kill to close the session on the console.

6. Support user viewing of the Spark Ul of the session.

Session List

Field Name Description

Unique identifier for the session.

Sessions created by the SuperSQL job engine only have a Session ID. Session ID rule:
livy-session-uuid.

Sessions created by the standard engine or Spark engine

User-submitted Notebook, prefixed with session_test

User-submitted batch SQL, prefixed with temporary-rg

Session Name/ID

Status State of the current session, can be divided into
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Engine

Kind

Creator

Validity period
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not_started: The session has not been started. This status indicates that the session
request has been accepted, but the session has not yet started for some reason (for
example, insufficient resources or configuration problems). Users need to check related
configurations or resource status to start the session.

Starting: The session is starting. This status means Livy is allocating resources and
initializing the environment for a new Spark session.

idle: The session has started successfully and is in idle state. At this point, you can
submit Spark jobs. The Livy session is ready to process requests.

busy: The session is processing one or more jobs. This status indicates that the
session is executing tasks and cannot accept new job requests until the current job is
completed.

shutting down: The session is deactivating. This status means the user has requested
to stop the session, and Livy is performing clearing and resource release operations.
The session may stay in this status for a period of time until all running jobs are
completed and resources are released.

error: The session encounters an error during startup or execution. This status usually
means the session is unable to function normally, possibly due to insufficient resources,
configuration errors, or other problems.

dead: The session has died and cannot be recovered.

killed: The session is forcefully terminated. This status means the user has actively
terminated the session, possibly because the session is no longer needed or there are
problems with the ongoing jobs. A killed session cannot be recovered.

success: The session has been successfully completed. This status usually indicates
that all jobs in the session have been successfully executed and completed. The
session can be considered successful in this status, and users can view the results or
output.

Computing engine.

Session type
Spark

Pyspark

SQL

Machine Learning
Python

MLlIib

The user who creates a session.

The running time of the session.
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Insight Management
Task Insights

Last updated : 2025-04-17 15:22:36

Task insights are made from the task perspective, helping you quickly identify the completed tasks for analysis and

providing optimization suggestions.

Prerequisites

1. SuperSQL SparkSQL and Spark job engines:

1. For engines purchased after July 18, 2024, task insights are enabled by default.

2. For Spark kernel versions prior to July 18, 2024, the engine kernel should be upgraded to enable task insights. For
details on upgrading, see How to Enable Insights.

3. Standard Spark engine:

1. For engines purchased after December 20, 2024, task insights are supported by default.

2. For engines purchased before December 20, 2024, manual activation of task insights is not supported. Submit a
ticket to contact after-sales service for activation.

Other types of engines do not support task insights currently.

Directions

Log in to the DLC Console, select the Insight Management feature, and switch to the task insights page.

Insights Overview

Daily-level statistics offer insights into the distribution and trend of tasks requiring optimization, providing a more

intuitive understanding of daily tasks.

Task Insights

©2013-2025 Tencent Cloud International Pte. Ltd. Page 180 of 224


https://www.tencentcloud.com/document/product/1155/67949#how-to-enable-the-insights-feature.3F
https://console.tencentcloud.com/dlc

@ Tencent Cloud Data Lake Compute

The task insights feature supports analyzing the summary metrics of each executed task and identifying the possible
optimization issues.

After a task is completed, users only need to select the task to be analyzed and click Task Insights in the operation
column to view the detalils.

Based on the actual execution of the current task, DLC task insights leverage data analysis and algorithmic rules to

provide the corresponding optimization recommendations.

How to Enable the Insights Feature?

Upgrading Kernel Image for Existing SuperSQL Engines

Note :
For engines purchased after July 18, 2024, or existing engines upgraded to kernel versions after July 18, 2024,

Insights are automatically enabled. You can skip this step.

Directions

1. Go to the SuperSQL Engine list page and select the engine for which you want to enable the insights feature.
2. On the engine details page, click Kernel version management > Version upgrade (default upgrade to the latest

kernel version).

Overview of Key Insight Metrics

Metric Name Metric Definition

Reflects the time the first task was executed on the Spark engine (the time when

Engine execution time
9 the task first preempted the CPU for execution).

Reflects the time actually required for computing, namely, the time taken from the
start of the first task execution in a Spark task to the completion of the Spark task.
More specifically, it is the sum of the duration from the start of the first task to the
completion of the last task for each Spark stage. This sum does not include the
queuing time of the task before it starts (that is, excluding other time such as the

Execution time within the

engine
9 time required for scheduling between task submission and the start of execution
of the Spark task), nor include the time spent waiting for task execution due to
insufficient executor resources between multiple Spark stages during the task
execution process.
Queuing time (time spent Specifies the time taken from task submission to the start execution of the first
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waiting for execution)

Consumed CU*H

Data scan size

Total output size

Data shuffle size

Number of output files

Number of output small
files

Parallel task

Data Lake Compute

Spark task. The time taken may include the cold startup duration of the first
execution of the engine, the queuing time caused by the concurrent limit of the
configuration task, the time waiting for executor resources due to full resources
within the engine, and the time taken to generate and optimize the Spark
execution plan.

Specifies the sum of the CPU execution duration of each core of the Spark
Executor used in computing, per hour (not equivalent to the duration of starting
machines in the cluster, because the machines may not participate in task
computing after they start. Eventually, the cluster's CU fee is subject to the bill).
In the Spark scenario, it approximately equals to the sum of the execution
durations of the Spark task (seconds) / 3600 (per hour).

The amount of physical data read from storage by this task. In the Spark
scenario, it approximately equals to the sum of the Stage Input Size in Spark Ul.

The size of the records output after this task processes the data. In the Spark
scenario, it approximately equals to the sum of the Stage Output Size in Spark
ul.

In the Spark scenario, it approximately equals to the sum of the Stage Shuffle
Read Records in Spark Ul.

(This metric requires the Spark engine kernel to be upgraded to a version after
November 16, 2024)The total number of files written by tasks through statements
such as insert.

(This metric requires the Spark engine kernel to be upgraded to a version after
November 16, 2024)Small files are defined as output files with a size less than 4
MB (controlled by the parameter spark.dic.monitorFileSize Threshold, default 4
MB, configurable at the engine or task level). This metric represents the total
number of small files written by tasks through statements such as insert.

Displays the parallel execution of tasks, making it easier to analyze affected tasks
(up to 200 entries).

Overview of Insight Algorithms

Insight Type

Resource preemption

Algorithm Description (Continuously Improving and Adding New
Algorithms)

SQL execution task delay time is greater than 1 minute after stage
submission, or delay exceeds 20% of the total runtime (the threshold
formula dynamically adjusts based on task runtime and data volume).
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Shuffle exception

Slow task

Data skew

Disk or memory insufficiency

Excessive small file output
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Stage execution encounters shuffle-related error stack information.

Task duration in a stage is greater than twice the average duration of
other tasks in the same stage (the threshold formula dynamically
adjusts based on task runtime and data volume).

Task shuffle data is greater than twice the average shuffle data size of
other tasks (the threshold formula dynamically adjusts based on task
runtime and data volume).

Error stack information during stage execution includes OOM,
insufficient disk space, or COS bandwidth limitation errors related to
disk or memory insufficiency.

(This insights type requires the Spark engine kernel to be upgraded
to a version after November 16, 2024)See the metric number of
output small files in the list, and the presence of excessive small file
output is determined if any of the following conditions are met:

1. Partitioned tables: The number of small files written out by a
partition exceeds 200.

2. Non-partitioned tables: The total number of output small files
exceeds 1000.

3. If partitioned or non-partitioned tables output more than 3,000 files
with an average file size less than 4 MB.
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System Management
User and Permission Management
CAM Service

Last updated : 2025-01-03 15:27:28

Data Lake Compute has a complete data access control mechanism and divides permissions into operation
permissions and data permissions. The former is managed by CAM, while the latter is managed by the permission
module of Data Lake Compute.

A root account has all the operation and data permissions of Data Lake Compute by default.

If a sub-user is granted the operation permissions of Data Lake Compute, the sub-user can grant the data permissions
to other sub-users and can be regarded as an "admin" of this type of sub-users.

If a sub-user is granted the data read/write permissions, the sub-user can query data as permitted. The data
permissions are granted by an "admin”.

The data permissions of all sub-users other than root accounts are granted by an "admin”. They cannot query data
which they don't have permissions on.

A root account has all the operation permissions of Data Lake Compute by default and can grant sub-users the access
permissions of Data Lake Compute through CAM, so that the sub-users can have corresponding operation

permissions of Data Lake Compute.

Directions

1. Create and authorize a sub-user.

In the CAM console, create a sub-user and grant permissions as instructed in Sub-user authorization.
Preset policy QcloudDLCFullAccess : Allthe operation permissions in Data Lake Compute.
Custom policy: Specified operation permissions of Data Lake Compute.

2. Log in to the Data Lake Compute console with a sub-user account and verify the permissions.

If the operation succeeds, the authorization has taken effect.

Operation permission category

Data Lake Compute operation permissions are categorized by API as follows.

Permission Type Description

Metadata Manipulate the metadata information of databases and data tables managed in Data
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management Lake Compute.
Task management Submit and view tasks in Data Lake Compute.
Permission

Manage users' data access permissions.
management

System configuration Perform basic configurations of the Data Lake Compute service.

Sub-user authorization

If you access Data Lake Compute as a root account, skip this step.

1. Create a sub-account as instructed in Creating and Authorizing Sub-account.

2. Create a custom policy.

On the Policies page in the CAM console, click Create Custom Policy.

In the pop-up window, click Create by Policy Syntax.

On the Create by Policy Syntax page, select Blank Template and click Next.

In the template, enter the Policy Name (e.g., DLCDataAccess ) and Description, copy the following policy, paste
it into Policy Content, and click Complete. A sub-user bound to the custom policy can log in to the Data Lake
Compute console to run SQL tasks but cannot manage data permissions. For more information, see Sub-Account

Permission Management.

"version": "2.0",
"statement": |
{

"effect": "allow",

"action": [
"dlc:DescribeStoreLocation",
"dlc:DescribeTable",
"dlc:DescribeViews",
"dlc:CancelTask",
"dlc:CreateDatabase",
"dlc:CreateScript",
"dlc:CreateTable",
"dlc:CreateTask",
"dlc:DeleteScript",
"dlc:DescribeDatabases",
"dlc:DescribeScripts",
"dlc:DescribeTables",
"dlc:DescribeTasks",
"dlc:DescribeQueue"
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"resource": [

mikn
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€ Create by Policy Syntax

° Select Policy Template > e Edit Policy

DLCDataAccess

Policy Content Us= Legacy version

1 9

2 "yersion": "2.8",

3 "statement": [

4 {

5 "effect™: "allow",

& "action™: [

7 "dlc:DescribeStorelocation™,
S "dlc:DescribeTable”,

=] "dlc:DescribeViews",

18 "dlc:CancelTask”™,

11 "dlc:CreatebDatabase",

12 "dlc:CreateScript”,

13 "dlc:CreateTable™,

14 "dlc:CreateTask”,

15 "dlc:DeleteScript™,

16 "dlc:Describelatabases",
17 "dlc:DescribeScripts”,
18 "dlc:DescribeTables",

1% "dlc:DescribeTasks™,

28 "dlc:DescribeQueus”,

21 "dlc:DescribeTaskResult”

Paolicy Syntax Description B CAM-enabled Services 5

Previous Complete

3. Bind the preset or custom policy to a sub-account, and the sub-account can log in to and access Data Lake

Compute. For more information, see Setting Sub-user Permissions.
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Preset policy: QcloudDLCFullAccess .

Custom policy: The policy customized in the above steps for accessing Data Lake Compute.
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Permission Overview

Last updated : 2024-07-17 15:42:58

Data Lake Compute permissions include data permissions and data engine permissions. If you have the admin
permission, you can log in to the Data Lake Compute console or use an API to grant a sub-user data and data engine

permissions. Sub-users cannot use, modify, or delete data or data engines before they are authorized.

User and work group

Data Lake Compute provides the user mode and work group mode for personnel permission management.

User: You can select users in CAM, including sub-accounts and collaborator accounts.

Work group: It is a group of users with the same permissions managed in the product.

Note:

If users are granted different permissions from those granted in their work groups, all the granted permissions will take
effect.

A work group allows you to quickly grant permissions to a batch of users, so it is recommended for batch user

authorization. For detailed directions, see User and User Group.

User type

In Data Lake Compute, User type can be Admin or General user.

Admin: An admin have all the data, engine, and task permissions and can add, authorize, and remove users and work
groups in Data Lake Compute.

General user: A general user is added by an admin, has no Data Lake Compute permissions by default, and needs to

be authorized. Only data and engine permissions that can be regranted can be granted to general users.

Permission and Operation Admin General User

Data permissions All None by default (to be authorized by an admin)
Data engine permissions All None by default (to be authorized by an admin)
User management Yes No

Work group management Yes No

Authorization scope All Permissions that can be regranted
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Note:
The above permissions only include those defined in Data Lake Compute. To perform purchase, configuration
adjustment, and refund operations that involve billing, log in to the CAM console and get the financial collaborator

permission QCloudFinanceFullAccess (for detailed directions, see Creating and Authorizing Sub-account).

Data permissions

Data Lake Compute data permissions allow operations on data catalogs, databases, and data tables. To facilitate
your management and configuration, permissions can be granted in the standard or advanced mode.

In standard mode, you can grant roles while ignoring the specific permission configuration (for more information on
roles and permissions, see Sub-Account Permission Management). The authorization granularity can be data catalog,
database, or data table. This mode is suitable for quick authorization with no complex permission management
involved.

In advanced mode, you can grant permissions at the database, data table, view, or function level. It is suitable for
refined permission management.

SQL statements for permission operations are as follows:

Action CREATE ALTER DROP SELECT INSERT DELETE Target
CREATE
v - - - - - Cataglo
DATABASE glog
ALTER
- v - - - - Database
DATABASE
DR
OoP - - v - - - Database
DATABASE
REATE
C v - - - - - Database
TABLE
CREATE
TABLE AS v - - v Ve - Database/Table
SELECT
DROP TABLE - - v - - - Table
ALTER TABLE ) v ) ) ) ) Table
LOCATION
ALTER
PARTITION - v - - - - Table
LOCATION
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ALTER TABLE
ADD
PARTITION

ALTER TABLE
DROP
PARTITION

ALTER TABLE

CREATE VIEW

ALTER VIEW
PROPERTIES

ALTER VIEW
RENAME

DROP VIEW
PROPERTIES

DROP VIEW

SELECT
TABLE

INSERT

INSERT
OVERWRITE

CREATE
FUNCTION

DROP
FUNCTION

SELECT VIEW

SELECT
FUNCTION

Data engine permissions

Data Lake Compute

Table

Table

Table

Database

View

View

View

View

Table

Table

Table

Database

Function

View

Function

Data Lake Compute data engine permissions allow using, modifying, manipulating, monitoring, and deleting data

engines as detailed below:
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Use: The permission to use engines to perform tasks.

Modify: The permission to modify the basic information and configuration information of engines (modifying the
configuration information requires the CAM financial collaborator permission).

Manipulate: The permission to suspend and restart engines.

Monitor: The permission to view the running tasks and monitoring information of engines.

Delete: The permission to return engines.

Permission granting

A single user can be granted multiple permissions. For detailed directions, see Sub-Account Permission Management.
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User and Work Group

Last updated : 2024-07-17 15:44:57

Data Lake Compute provides the user mode and work group mode for personnel permission management. For more

information on permissions, see Permission Overview.

Description

User: You can select users in CAM, including sub-accounts and collaborator accounts.

Work group: It is a group of users with the same permissions managed in the product.

Note:

If users are granted different permissions from those granted in their work groups, all the granted permissions will take
effect.

A work group allows you to quickly grant permissions to a batch of users, so it is recommended for batch user

authorization.

User Management

User management requires Data Lake Compute operation permissions. For more information, see CAM Service.

Adding a user

1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management

page.
2. Click Add user to add an account with a specified user ID to Data Lake Compute for management.

Permission management ) Guangzhou * Use quide % Permission manzgeme

User Work group

@ Both sub-account and coordinator users need fo be granted with permissions to use data, engines, and other resources. A user may be associated with one or more work groups to inherit all of their permissions. An admin user has all resource permissions, For mare permission guidelines, see here [2.

User D Usemname ser type Description Added by Add fime 3 Operation
1 2023-12-06 173524 Edit Authorize ¥ Delete
2023-03-07 16:56:41

10~ /page 1 /1 page
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3. After entering the User ID, bind the user to a work group (which requires the admin permission). If binding is not

needed, directly click Complete.

Viewing user information

A Data Lake Compute admin can modify the basic information and permissions of a user.
1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management

page.
2. Search for the target User ID and click the Username to view the user information and permissions.

Permission management € Guangzhou ~ View user

User  Work group

@ 8ot sub-account and coordinator users need to be granied with permissions to use data, engines, and other resaurces. A user may be associated with one of more work groups to inherital of their permissions. An admin user by L2 mame

I 6
-

Editing user information

You can edit the description and work group of a user. For detailed directions, see Sub-Account Data Authorization.

1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management

page.
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2. Search for the target user account ID and click Edit in the Operation column to enter the edit page.

Removing a user

If you don't want a user to use Data Lake Compute any more, you can use an admin account to remove the user.
Then, the Data Lake Compute permission granted to the user will be revoked.

1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management
page.

2. Search for and select one or multiple target user account IDs and click Batch remove to remove them from Data

Lake Compute.

Permission management @ Guangzhou * Use guide 8  Permission managem¢

User  Workgroup

@ Both sub-account and coordinator users need to be grantad with permissions to use data, engines, and other resources. A user may be associated with one or more work groups to inherit all of their permissions. An admin user has all resource permissions. For more permission guidelines, see here [3.

Batch delete
Jser 1D

Username User type @ Description Added by Add time $ Operation
2023-12-05 16:43:02 Edit Authorize ¥ Delete
20231122 145311 Edit Authorize ¥  Delete

2023-10-23 1114629 Edit Authorize ¥ Delete

Work Group Management

Work group management requires Data Lake Compute operation permissions. For more information, see CAM

Service.

Adding a work group

You can manage permissions that need to be repeatedly granted to users through a work group. The following
describes how to add a work group.

1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management
page.

2. Click Work group to enter the work group management page.

3. Click Add work group, enter relevant information, and click Confirm.
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Permission management € Guangzhou *

User Work group

O Batch add users to a work group to batch grant them the permissions of data, engines, and other resources of this work group. There is no need to add an admin to a work group. For more permission guides, see here (2,

Add work group Batch remove

Work group ID Work group name User count Description

Viewing work group information

You can view the information of a work group in the following steps:

Add time ¢

2023-08-22 143042

2021111013321

Data Lake Compute

Use guide %  Permission managemt

Operation
Edit Authorize ¥ Remove
Edit Authorize ¥ Remove

10 v /page 1 /1 page

1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management

page.

2. Click Work group to enter the work group management page.

3. Search for the target work group and click Work group ID or Work group name to view the work group

information.

Permission management © Guangzhou ~

User Workgroup

@  Batcn a0d users to a work group 1o batch grant them the permissions of data, engines, and other resources of

Add work group Baten remove

Wark group ID

User count Description

Editing work group information

 this work group, Thereis o n

eed to 20d 2n aam

102 work group. For more permission guides, see here

View work group

User  Data permission

Catalog/Database/Table

£ permission tyoe

Datebase per..  DetalakeCatslog

Row-level permissions

Permission source

You can modify the description and users of a work group in the following steps:

Engine permission

| Permission source

Database Table/View/Fun...  Colum Permission @

10 /page 1 /1page

1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management

page.

2. Click Work group to enter the work group management page.

3. Find the target Work group name and click Edit in the Operation column.
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& Editwork group

Bind user An associated user will obtain all permission of this work group
User ID Jsemame User type Description Add time # Added by
2023-08-22 145T:06 Remove
2023-08-10 2057113 Remove

To edit the description, click

,ﬁ
You can click Bind user to add Data Lake Compute users to the work group.

Select multiple target users and click Batch remove, or click Remove in the Operation column of a specific target
user. Removed users will no longer have the permissions of the work group, which does not affect other permissions

granted to them though.

Deleting a work group

A Data Lake Compute admin can remove work groups.

Note:

After a work group is removed, all its permissions granted to users in it will be revoked. Note that a removed work
group cannot be recovered. Proceed with caution.

1. Log in to the Data Lake Compute console, select the service region, and go to the Permission management
page.

2. Click Work group to enter the work group management page.

3. Select multiple target work groups and click Batch remove, or click Remove in the Operation column of a

specific target work group.
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Permission management Q Guangzhou * Use guide 4  Permission manageme

User Work group

®  Botchadd users to vork group to batch grant them the permissions o data, engines and ofher resources oftis workgroup. There i no need o add an admin to a work group. For more permission guides, see here .

Add work group

Work group ID Work group name User count Description Added by Add time $ Operation
20230822 1430:42 Edt Authorize ¥
2021111013321 Edt Authorize ¥  Remove
10 v /page 1 /1 page
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Sub-Account Permission Management

Last updated : 2024-07-17 15:46:12

User permission

User permissions include data permissions and engine permissions (for more information on permissions, see
Permission Overview). The former is required to access data in Data Lake Compute, while the latter is used for
resource management. Data Lake Compute enables permission management at the database, table, and column

levels, so that you can authorize a user or work group for refined data permission management in different use cases.

User and work group

You can authorize a user or create and authorize a work group of users. For detailed directions, see User and Work
Group.

User: You can select users in CAM, including sub-accounts and collaborator accounts.

Work group: It is a group of users with the same permissions managed in the product.

Note:

If users are granted different permissions from those granted in their work groups, all the granted permissions will take
effect.

A work group allows you to quickly grant permissions to a batch of users, so it is recommended for batch user

authorization.

Granting a user a permission

Grant permissions to the specified user.
1. Set a user to Admin or General user. Admins have the permissions of all the data and engines by default with no
need to be bound to a work group. They can also manage admin users other than the root account. Set an admin

with caution.
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4 Adduser

© sesicine >

1

2. Bind a work group: General users need to be granted permissions or bound to a work group before they can access

resources.

° Basic info > e Bind work group

Bind work group Binding a user to a work group grants the user all permissions on the group.

D Work group ID Work group name Description Add time $ Added by Operation

Total items: O 10 v /page 1 /1 page

3. Add a data permission: In the User list, click Authorize in the Operation column and select Data permission to

grant permissions at the data catalog or database/table level.
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€ Add user

° Basicinfo ) o Bind work group

Bind work group Batch remove Binding a user to & work group grants the user all permissions on the group.
Work group ID Work group name Description  Add time # Added by Operation
3 - 2023-12-07 1337:30 e Remove

0w/ pge 1 /1page

Add a data catalog permission. You can grant permissions to create databases under DatalLakeCatalog and create

other data catalogs.

Add permission b

Permission t :eOCatacg Database &t table

Permission Create database under DatalakeCatalog Create catalog

Authorizable Yes

Add a database/table permission: You can grant permissions in Standard or Advanced mode. In standard mode,
you can grant database/table permissions in the specified catalog and set Query & analytics, Data edit, and Owner

permissions.
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Add permission

Catalog () Database & table

DatalakeCatalog

Standard Advanced

Select a database/view/function

Query analysis (1)

caneel

Specific permissions are as follows:

Permission Type

Query & analytics

Data edit

Owner (grants the permission
to re-authorize permissions in
addition to data edit
permissions)

Edit data ()

Selected (0)

Owmned by (@

Database

* Query all the tables, views, and
functions in databases.» Create
data tables.

* Modify and delete databases
and create tables.» Permissions of
all the tables, views, and functions.

* Modify and delete databases
and create tables.e Permissions of
all the tables, views, and functions.

©2013-2025 Tencent Cloud International Pte. Ltd.

Data Table

Query

* Query, insert,
update, and delete
data.c Modify and
delete tables.

 Query, insert,
update, and delete
data.c Modify and
delete tables.

Data Lake Compute

View and
Function

Query

Query,
create,
modify,
and

delete.

Query,
create,
modify,
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and
delete.

Advanced permission settings: When selecting a single database, you can further set the permissions to query, insert,

update, and delete tables, views, and functions; when selecting multiple databases, you can only set permissions at
the database level.

In advanced mode, you can set permissions at the column level. When selecting a single data table, you can add the

permission to query columns. You can select one or more columns or all of them for authorization.

Add permission X

Catalog o Database & table

DatalakeCatalog

st @

Datatable ~ @

coll

SELECT (@

Yes

Click Confirm and perform queries in the Data Explore module. Enter the following SQL statement to preview the

information of col1 and run the statement to view the preview result of the column.

©2013-2025 Tencent Cloud International Pte. Ltd. Page 203 of 224



@ Tencent Cloud Data Lake Compute

_ . o ]
m Complet ¥ B save S R -

1 SELECT

2 FROM “DatalakeCatalog™ . . R

Query result Statistics

Task ID SOL details Export Suggestions [2
time 210s Scanned datz volume 34 B Eillable scanned volume 340 MB (D

2 entries in total (up to 1,000 entries shown in the console)Copylh

coll

a

a

The permission is not granted for data column b in the data table. If you enter the SQL statement to view the

information of b, the query cannot be performed due to lack of permission.

4. Add an engine permission: In the User list, click Authorize in the Operation column and select Engine

permission to grant permissions to use, modify, manipulate, monitor, and delete specified resources.

Permission management Q Guangzhou Useguide @ Permission managem

User Work group

@  Both sub-account and coordinator users need fo beranted with perissions to use data, engines, and otner resources, A user may be associated with ane of more work groups to nhertal of their permissions. An admin user has al resource pemissions. For more permission guideines, s here 4.

Batch delete

UserID Usemame User type Description Added by Add time Operation

1 - 2023-12-05 16:48:02 Edit Authorize ¥ Delete

Data permission
it

2023-11-22 145311 Edit

Modifying a user permission
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1. In the User list, click Authorize and select Data permission or Engine permission.

Permission management Q Guangzhou ¥ Use guide % Permission managem:

User  Workgroup

@ Both sub-account and coordinator users need to be granted with permissions to use data, engines, and other resources. A user may be associated with one or more work groups to inherit all of their permissions. An admin user has all resource permissions. For mare permission guidelines, see here (2.

Batch delete

User 1D Username User type ® Description Added by Addtime ¢ Operation

2023-12-03 16:48:02 Ed'. Delete

The following takes data permission as an example. On the Data permission authorization page, click Add

permission or Remove to modify a permission. The steps for engine permission modification are similar.

& Grant data permissions

Basicinfo

Catalog/Database/Table

A admin has all cata og/database/tabie permissions, Adding or deleting this permission Coes rot agaly to an zgmin,

Permission type Catalog Database Table/View/Function Column Permission @ Permission source Authorizable @ Operation
10w /age 1 /1page

2. Modify Work group or User type. Click Operation > Edit to enter the Edit user page, where you can modify the

Username, User type, and Description. You can also add/remove general users to/from a work group.

Permission management Q Guangzhou Use guide ¥  Permission managem

User  Work group

@ Both sub-account and coordinator users need o be granted with permissions to use data, engines, and other resources, A user may be associated with one or more work groups to inherit all of their permissions. An admin user has all resource permissions, For more permission guidelines, see here 2.

User ID Username User type @ Desaription Added by Add fime % Operation
2023-12:05 16:43:02 Authorize ¥ Delete
2023-11-22 145311 Edit Authorize ¥ Delete
1 ol -_— - 2023-10-23 114629 Edit Authorize ¥ Delete

Click Edit to modify User type.
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¢ Edituser
u
"
-,
Bind work group Binding 2 user to & work group grants the user l permissions on the group.
Work group ID Work group name Description Add time 3 Added by

Mo data

Viewing a user's permissions

1. Click a user ID in the user list to enter the user details page.

Permission management ) Guangzhou *

User  Work group

@ Both sub-account and coordinator users need to be granted with permissions o use data, engines, and other resources, A user may be associated with ane of more work groups to inheritall o their permisions. An admin ser has al resource permissions. For more permission guideiines, see here .

Batch defete

User ID Username User type ® Description Added by Add time #

. 2073.12.05 164902

2. View the user's work group, data permission, and engine permission information
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Qperation

Use guide % Permission managem¢

Operation

Edit Authorize ¥ Delefe
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&2 Tencent Cloud
View user
= = £
Work group Data permission Engine permission
Catalog/Database/Table

Include the user's data permissions and those inherited from a work group

Permission type * | Permission source

v &
Permission ... Catalog Database Table/View/Fun. Column Permission (i) Permissi
Function per... = -- ]
Function pef.. . i B L 3
Admin permi... -- ]
]
Ti 10 + / page 1 /1 page

Revoking a user's permissions

Remove permissions to be revoked from the permission list of a user. This operation requires the admin permission.
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Permission management @ Guangzhou * Useguide @  Permission managem¢

User Work group

@ Both sub-account and coordinator users need to be granted with permissions to use data, engines, and other resources. A user may be associated with one or more work groups to inherit all of their permissions, An admin user has all resaurce permissions, For mare permission guidelines, see here &,

Batch delete

User ID Username User type @ Description Added by Add time 3 Operation
2073-12-05 184802 Edit Authorize ¥
2023-11-22145311 Edit Authorize ¥ Delete

Adding and removing a work group permission

Only admins can add or remove work group permissions in a similar way to manipulate data permissions. Users in a
work group have all the permissions of the group, so you can bind users to a work group to grant them the data and

engine permissions of the work group. Admins don't need to be bound to a work group.

Permission management Q Guangzhou * Useguide @  Permission manageme

User Work group

@ Batch add users to a work group to batch grant them the parmissions of data, engines, and other resources of this work group. There is no need te add an admin to a work group. For more permission guides, see here [,

Addwork group Batch remove

Work group ID Work group name User count Description Added by Addtime ¢ Operation
1 @ 2023-08-22 143042 Edit Authorize '
2021-11-1013:32M Edt Authorize ¥ Remove
10 v /page 1 /1 page
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Monitoring and Alarms
Data Engine Monitoring

Last updated : 2024-07-31 17:31:18

Data Lake Compute (DLC) provides monitoring services for data engines based on the Tencent Cloud Observability
Platform (TCOP), ensuring you can understand the real-time status of data engines and configure data alarms. For

alarm configuration methods, see Monitoring Alarm Configuration.

Usage Notice

Before using the Data Lake Compute (DLC) monitoring service, you need to activate the TCOP service. If this service
is not yet activated, you can use the root account to activate it.

The use of the TCOP service may incur related charges. For detailed pricing information, see Billing Overview.

Monitoring Access

Access Point I: Data Lake Compute (DLC) Console

Note:

The account must have monitoring permissions for the data engine.

1. Log in to the DLC console and select the service region.

2. Navigate to the SuperSQL engine page from the left menu.

3. Viewing methods supported:

Method 1: Select the engine type to enter the matching engine monitoring list.

Method 2: Select the target engine from the engine list and click Monitoring to view the target engine monitoring.

Data engine ) Guangzhou ~ Dataengit
Dataengine  Network configuration
Spark engin
@  Data Loke Compute offers both public and private data engines. A public data engine is managed by Dats Lake Compute and billed by scanned data volume, with no operation or permission required; a private data engine can be billed on a pay-as-you-go basis or subscribed monthly. For more billing info, see Billi iew I3 A pay-25-Y0u-gP { presto engir
engine can be configured with the auts or scneduled suspension policy, with no fees charged on it after suspension. For operations and notes, see Managing Private Data Engines (2.
Kernel version R i : i B
Resource name/ID Engine type - Running sta... Billing mode Auto-renewal Start and stop policy Cluster description Cluster spec Network configuration  Created at 4 Creator Descriptia Operation

suspend @ Pay-a5-y0u-g0 - Vanua start, Marua Private engine B4CU (standard) 2023-05-15 2026:07 @
suspension
a s Fay by scarred cat anual st M Punic engine 2002.03.17 2100118 .
vvvvv UIpEn: < o - -
0 1 1 pag

Access Point Two: TCOP
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Data Lake Compute

1. Log in to the TCOP with an account that has the necessary permissions.

2. Select Cloud Product Monitoring from the left menu, find Data Lake Compute DLC, and choose the type of

monitoring you need to view.

Observability
Platform

& Cloud Virtual Machine

I1Pv4 Addresses Pv6 Addresses Status

8§ Cloud Virtual

Machine

Application

anghsi Nening Befing Chengdu Chongging  HongKong, China  Singspore  Bangkok  Jakera  Mumbal  Seoul Tokye  SiiconValley  Virginia  Toronto

CPUtilization- | MemoryUtiliz #| DiskUtilization.. # |  PrivateBandwi- ¢ | PublicBandwi-. ¥ | Health Status Number o

3. After selecting the monitoring type, you will enter the monitoring page. Select the corresponding region to view the

monitoring resource information for that region.

Observability
Platform

€« dalalake-sparkengi+e

angzhou | Shanghai  ShanghaiFinance  Nanjng  Bejing  BejingFinance  Chengdu  Chongging  Hong Kong, China ~ Singapore  Silcon Valley  Virginia  Frankfurt

datalake-
sparkengine

Application

4. Click the Engine ID to enter the detailed monitoring page.

Monitoring Granularity Configuration
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You can configure the monitoring data time range, time granularity, and auto-update interval at the top of the

monitoring page.

| 1 hour o] I @ _\megrar‘.nerml 1 min v ] !'_‘;[ Disable * ] B2 srow legends
5 minutes 30 minutes 3 hours 12 hours 24 hours 2days 7days

30days Today Yesterday

verage(%) (0

Mowv 2023 1 O Dec 2023 L
Su Mo Tu Wwe Th Fr Sa Su Mo Tu We Th Fr Sa
1 2 3 4 1 2 -
9
5 6 7 8 - 10 n 3 4 5 5 T o Max: - Mim: - Avg: -
12 13 14 15 16 17 18 0 11 12 13 14 15 18
19 20 21 22 23 24 25 17 18 o ~
2 max(%) (1
26 27 28 29 30
Select time n

Monitoring data time range: Accurate to the minute, supports selecting data for a specific time period.
Time granularity: Interval between monitoring points, configurable to 1 minute or 5 minutes.
Auto-update data: Configures the automatic refresh interval for page data, with options to set it to off, 30 seconds, 5

minutes, 30 minutes, or 1 hour.

Monitoring Data Comparison

You can select a time period for data comparison. After selecting the comparison time range through one click, you

can view the comparison data in the data compass below.

Meonitoring

1 hour ] (® |[ime granularity: 1 min o () | Disable v | ++» [ Show legends

N Week-over-Week (Last Week) a
driver_cpu_usage_average(%) (1) i_usage_average(%) (1)
Day-over-Day (Yesterday)

1 Custom Date
0.
06 0.6
Monitoring Metrics
Monitoring Type Monitoring Metrics
CPU Maximum CPU utilization of all Driver nodes

Maximum CPU utilization of all Executor nodes

Average CPU utilization of all Driver nodes
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Average CPU utilization of all Executor nodes
Maximum CPU utilization of all clusters
Average CPU utilization of all clusters
Maximum memory utilization of all Driver nodes
Maximum memory utilization of all Executor nodes
Average memory utilization of all Driver nodes
Memory
Average memory utilization of all Executor nodes
Maximum memory utilization of all clusters
Average memory utilization of all clusters
Number of canceled tasks
Number of failed tasks
Number of initialized tasks
Average task initialization time
Maximum task initialization time
Tasks
Number of queued tasks
Average task queue time
Maximum task queue time
Number of running tasks
Number of successful tasks
Network Maximum inbound bandwidth of all Driver nodes network
Maximum inbound bandwidth of all Executor nodes network
Average inbound bandwidth of all Driver nodes network
Average inbound bandwidth of all Executor nodes network

Maximum outbound bandwidth of all Driver nodes network

Maximum outbound bandwidth of all Executor nodes network
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Average outbound bandwidth of all Driver nodes network
Average outbound bandwidth of all Executor nodes network
Maximum cloud disk utilization of all Driver nodes

Maximum cloud disk utilization of all Executor nodes

Cloud Disk
Average cloud disk utilization of all Driver nodes
Average cloud disk utilization of all Executor nodes
Job Engine CU Count

Cu
CU Utilization
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Data Job Monitoring

Last updated : 2024-07-31 17:31:39

DLC provides monitoring services for data jobs based on TCOP service, ensuring that you can understand the

operation of data jobs in real time and configure data alarms.

Notes

Before using the monitoring service of DLC, you need to activate the TCOP service (for usage details, refer to TCOP
Documentation). If the service has not been activated, it can be done using the root account.

Fees may be incurred during the use of TCOP service; for detailed fee information, refer to TCOP Billing Overview.

Monitoring Entrance

Entrance one: DLC Console

1. Loginto DLC Console > Data Job, and select the service region.
2. Or enter the Data Job page from the left sidebar.
3. In the top right corner, click Job Monitoring to go to the monitoring page. Or click the Monitoring feature of the

target job to enter its monitoring page.

Datajob  ( Guangzhou -

Sparkjob  lobconfiguration  Session management

Operation

-
y‘i
[ -
S

o
°
0
=

Entrance two: TCOP

1. Log in to TCOP Console. Account must have the required permissions.
2. In the left menu, select Cloud Product Monitoring, find DLC, and choose the type of monitoring you wish to view.
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3. After selecting the monitoring type, enter the monitoring page and select the respective region to view the
monitoring job information for that region.

&« datalake-datatask Guangzhou | Shanghai  ShanghaiFinance  Nanjing  Bejing  BejingFinance  Cnengdu  Chongging  Hong Kong, China  Singapore  Silicon Valley  Virginia

Guide to Getting Monitoring Data via API I | ¢ Q
datataskname Monitor... | datataskid workflowname

n

4. Click Job ID to enter the monitoring details.

Monitoring Granularity Configuration

Supports configuring the monitoring data time period, time granularity, and automatic update time range through the
monitoring settings at the top.
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Monitoring Data Time Range: Precise to minutes, supports selecting data for a specific period.
Time Granularity: Monitoring point interval time, supports configuring for 1 minute or 5 minutes.

Automatic Data Update: Page data auto-refresh configuration, supports configuring off, 30s, 5min, 30min, 1h.

Monitoring Data Comparison

Supports selecting data for a specific period to compare monitoring data. After clicking to select the comparison time

range, you can view the comparison data in the data compass below.

Monitoring

1 hour = (© |fime granularity: | 1 min v ) | Disable v | | «ss [l Show legends

_ Weelk-over-Week (Last Week) _
driver_cpu_usage_average(%) (1) 1|_usage_average(%) (i)
Cay-over-Day (Yesterday)

Custom Date
08
06 s
i g

Monitoring Metric

Monitori
onitoring Monitoring Metric

Type

Job Job error Log Count

Job warn Log Count

©2013-2025 Tencent Cloud International Pte. Ltd. Page 216 of 224



@ Tencent Cloud Data Lake Compute

©2013-2025 Tencent Cloud International Pte. Ltd. Page 217 of 224



@ Tencent Cloud Data Lake Compute

Access Point Gateway Engine Monitoring

Last updated : 2024-07-31 17:31:54

DLC provides monitoring services for the access point gateway engine based on TCOP service, ensuring you can

understand the gateway status in real time.

Notes

Before using DLC's monitoring service, you need to activate the TCOP service (for usage details, see TCOP
Documentation). If the service has not been activated yet, it can be activated using the root account.

TCOP service usage may incur related tariffs, for detailed tariff information, see TCOP Billing Overview.

Monitoring Entrance

Entrance one: DLC Console

1. Log in to the <1>Standard Engine> page, and select the Service Region.
2. Select the Standard Engine, and click on Monitoring at the access point to enter the monitoring data display

interface.

Configuration Entrance: TCOP

1. Log in to the TCOP Console, the account must have the relevant permissions.
2. From the left menu, select Cloud Product Monitoring, enter the Policy Management page under Alarm

Management, select Data Lake Computing, and choose the corresponding Access Point Gateway Engine.

Access Point Gateway Engine Monitoring Configuration Type

Creating alarm policy

1. DLC Access Point Gateway supports alarm capabilities. Log in to TCOP, click Alarm Management, and select the
Policy Management page.

2. Click New Policy, for policy type choose "Data Lake Computing". Access Point Gateway supports alarms for three
dimensions, including:

"Gateway" alarm dimension is: appid/gatewayid.

"Gateway (Multi-dimensional)" alarm dimension is: appid/gatewayid/instanceid.

"Gateway Engine (Multi-dimensional)" alarm dimension is: appid/gatewayid/engineid/processid.
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&2 Tencent Cloud

Name

Gateway (Multi-
dimensional)

AP| Gateway

Gateway Engine
(Multidimensional)

Supported Dimensions

Supports: CPU, Memory, Disk, Network Fine-grained
Alerting.

For example, to configure an alert for the CPU
utilization of an Access Point Gateway, you can
choose to configure one, several instances under a
specific Access Point Gateway, or any instance node
triggering the threshold to alert.

Mainly aimed at monitoring the overall load situation of
the current gateway, aggregating basic metrics
according to Access Point Gateway Nodes, and
supporting Service-level Metric Alerts.

For example: execute_statement_num (number of
statements executed), opened_operation_num
(number of operations opened),

launch_engine_num (number of engines started),
engine_process_thread_num (number of threads
started by the engine).

The Gateway Engine refers to the monitoring and
alarm of the process of starting the DLC engine by the
Access Point Gateway.

For example:

engine_process_thread_num (number of threads
started by the engine), mainly aimed at monitoring the
process information of the engine started by the
current Access Point Gateway

©2013-2025 Tencent Cloud International Pte. Ltd.

Data Lake Compute

Advantages and Use Cases

Alert supports more
dimensions, and the alert
method is more flexible.
Basic Metrics are
recommended to use this
approach.

Supports Dashboard. Suitable
for Single-node access point
gateway or service metric alert.

Supports fine-grained alerting,
for example: commonly
configure any engine's process
count under a specific Access
Point Gateway ID to reach the
threshold to trigger an alert.
Suitable for alerting on process
metrics started by the Access
Point Gateway.
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Monitoring Alarm Configuration

Configuring New Alarm Policy

Supports configuring monitoring alarms for specific metrics. You can go to Creating Alarm Policy to configure the
content of the alarm.

Observability

& Create Alarm Policy

© corfigure iz >
Policy

Basic Info

Configure Alarm Rule

Natificatio
Template
Defeult Project
#200 Qe
Instance D~ || Seiect object
Detais iz
selectTempiziz () Confiourzmanualy [ Apely preset rigger congitions ()
Metric Alarm Event Alarm
Whenmeeting | any v ofthe following metric eonditions, the metric wil trigger an aiarm. | | Enabie slarm level feature.
»F cRuutizstion v @  (swtisticlperoc v || > - E = atSconsecutvec~ | then | Alameveny2hous v @ T

Or click the monitoring content for which you need to configure an alarm to enter the configuration page, where you

can configure the content of the alarm.
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To manage configured alarm policies, you can perform configuration management through the Policy Management

page.

Alarm Management

Alarm Dashboard Alarm Records Policy Management Basic Configuration
@  Ifyou have any questions or suggestions, R code to join our. WeChat ar WeCom.
Create Policy

t Cloud senvces axtz
ma

Silence Alarm

Configuration Instructions
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Configuration
Item

Policy name
Remarks
Monitoring Type
Policy Type

Policy Tag

Alarm Object

Alert
Configuration
Template

Notification
Template

Data Lake Compute

Configuration Instructions

Name of the alarm policy, up to 60 characters

Remarks for the alarm policy, up to 100 characters

Please select Cloud Product Monitoring

Please select DLC

Support for managing policy content via Tag requires relevant permissions to operate

You can configure alarms for Instance ID (supports multiple selections), grouped instances,
and all instances

You can choose a template or configure manually. Administrators need to create the
template in advance, and it supports configuring multiple alert rules

Supports creating or selecting existing notification templates, with support for configuring up
to 3 templates
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Audit Log

Last updated : 2024-07-31 17:30:53

DLC provides an operation log audit service based on Tencent Cloud's CloudAudit service, ensuring you can

understand the system operation records in real time and check the operation information.

Notes

Before using the audit CLS of DLC, you need to activate Tencent Cloud's CloudAudit service. If the service is not yet

activated, you can activate it with the primary account.

Use Instructions

The Data Lake Computing Console currently displays up to 3 months of log information. To view older log information,
you can go to CloudAudit.

The audit logs contain console operations and API call operations. Currently, it supports viewing log information for
engine management, task management, data source management, workgroup management, user management,

scheduled task instance management, scheduled task management, and scheduling plan management.

Operation Guide

1. log in to Data Lake Computing Console, select Service Region.
2. Through the left menu Data Operation and Maintenance, select the Audit Log feature.
3. Supports log queries based on user UIN or request ID.

4. Detailed log information can be viewed by clicking Query Details.
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