
Elastic MapReduce

©2013-2024 Tencent Cloud. All rights reserved. Page 1 of 5

Elastic MapReduce

FAQs

Product Documentation



Elastic MapReduce

©2013-2024 Tencent Cloud. All rights reserved. Page 2 of 5

Copyright Notice

©2013-2025 Tencent Cloud. All rights reserved.

Copyright in this document is exclusively owned by Tencent Cloud. You must not reproduce, modify, copy or distribute

in any way, in whole or in part, the contents of this document without Tencent Cloud's the prior written consent.

Trademark Notice

All trademarks associated with Tencent Cloud and its services are owned by Tencent Cloud Computing (Beijing)
Company Limited and its affiliated companies. Trademarks of third parties referred to in this document are owned by
their respective proprietors.

Service Statement

This document is intended to provide users with general information about Tencent Cloud's products and services
only and does not form part of Tencent Cloud's terms and conditions. Tencent Cloud's products or services are
subject to change. Specific products and services and the standards applicable to them are exclusively provided for in
Tencent Cloud's applicable terms and conditions.



Elastic MapReduce

©2013-2024 Tencent Cloud. All rights reserved. Page 3 of 5

Contents

FAQs
EMR on CVM

Billing
Cluster Management



Elastic MapReduce

©2013-2024 Tencent Cloud. All rights reserved. Page 4 of 5

FAQs
EMR on CVM
Billing
Last updated：2025-01-03 15:07:23

Are there any additional charges for adding components after a cluster is created?

EMR charges you fees based on the nodes used in the cluster deployment, with no additional charge for adding 
components.

Why the EMR on CVM console shows node auto-renewal, but the associated CVM instance 
in the CVM console does not?

EMR cluster nodes are composed of CVM instances, and their billing type and auto-renewal are managed in the EMR 

console.

Does renewing an EMR on CVM node renew the associated cloud disk (CBS)?

A system disk has a renewal period same as the nodes and does not need to be renewed separately. The renewal of a 
cloud data disk depends on how the node renewal is set. If nodes are renewed manually or automatically in the EMR 
console, the associated cloud data disks do not need to be renewed separately; if they are renewed through the Billing 
Center, the cloud data disks need to be renewed separately.
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Can I upgrade a non-HA cluster to an HA one?

A non-HA cluster and an HA cluster differ greatly in their deployment architecture, so they are not interchangeable. 
You can purchase a new cluster with an appropriate deployment architecture as needed. Please note that a non-HA 
cluster can be used only for test but not for production.

What components and versions are available?

EMR releases new versions on a regular basis. For components and versions available, see Product Releases and 
Component Versions.

Can I upgrade components after creating a cluster?

This is not supported.

Can I add components after creating a cluster?

Yes. You can add components that are supported by your current cluster version but are not deployed.

Can I change the project after creating a cluster?

No. The project cannot be changed after a cluster is created. We recommend you use tagging to realize 

authentication, cost allocation, and other relevant features.

Can I set different model specs for nodes of the same type?

Nodes of the same type are deployed with the same services. We recommend you set an identical model spec for 
nodes of the same type to facilitate Ops and management. If your desired model spec is sold out or the existing spec 
does not meet your needs, you can change the specs of added nodes.

Can I change existing nodes to lower configurations?

In the EMR on CVM scenario, various services are deployed on nodes of various types and share the compute, 
memory, and disk resources of the same node. Changing a node to lower configurations may cause the resource 

usage in the actual service configuration file exceeding the physical resource volume of the node, which will make the 
cluster unavailable. Therefore, existing nodes cannot be changed to lower configurations. If existing configurations of 
core, task, and router nodes are too high, you can add nodes with lower configurations first, and then remove those 
with higher configurations to meet your needs.

Can I remove core nodes?

Core nodes store data and cannot be removed by default. If you have such a need, submit a ticket.
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